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Abstract
In this article, we treat the turning points of singularity-perturbed linear differential systems and reduce their parameter singularity’s rank to its minimal integer value. Our approach is Moser-based, i.e., it is based on the reduction criterion introduced for singular linear differential systems by Moser [21]. Such algorithms have proved their utility in the symbolic resolution of the systems of linear functional equations [5, 6, 8], giving rise to the package ISOLDE [7], as well as in the perturbed algebraic eigenvalue problem [13]. In particular, we generalize the Moser-based algorithm described in [4]. Our algorithm, implemented in the computer algebra system Maple, paves the way for efficient symbolic resolution of singularly-perturbed linear differential systems as well as further applications of Moser-based reduction over bivariate (differential) fields [1].

Categories and Subject Descriptors
I.1.2 [Symbolic and Algebraic Manipulation]: Algorithms

General Terms
Algorithms, Experimentation, Theory
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1. INTRODUCTION
Let K be a commutative field of characteristic zero equipped with a derivation ∂, that is a map ∂ : K → K satisfying
\[ \partial (f + g) = \partial f + \partial g \quad \text{and} \quad \partial (fg) = \partial f g + f \partial g \]
for all f, g ∈ K.
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We denote by C its field of constants, V a K-vector space of dimension n, and A an element in K^{n×n}. Set \( \Delta = \delta - A \), then \( \Delta \) is a δ-differential operator acting on V, that is, a C-linear endomorphism of V satisfying the Leibniz condition:
\[ \forall f \in K, v \in V, \Delta (fv) = \delta (fv) + f \Delta (v). \]

Contrary to system (1), there exist efficient algorithms contributing to the formal reduction of system (2) (see, e.g., [3, 22]), that is the algorithmic procedure that computes a change of basis w.r.t. which \( A(x) \) has a normal form facilitating the construction of formal solutions. Among which, rank reduction algorithms play an essential role since they reduce the nonnegative integer p, called the Poincaré rank, to its minimal integer value, the true Poincaré rank (see, e.g., [8, 16]). In particular, if the latter is null then system (2) is said to be regular singular, that is, in any small sector, its solutions grow at most as an algebraic function. Otherwise, it is irregular singular.

As for system (1), it seems plausible to investigate whether h rather than p should be diminished for such systems. In fact, if \( h \leq -1 \) then the solution of system (1) can be sought upon presenting the solution as a power series in \( \epsilon \). The
latter can then be inserted into (1) and the like powers of $\epsilon$ equated. This reduces the problem to solving recursively a set of non-homogeneous singular linear differential systems over $K_\epsilon$, the first of which is system (2) (see, e.g., [10, pg 52] and [25, pg 101]).

However, the classical formal simplification of system (2) begins with the reduction of its leading coefficient matrix $A_0$ to its Jordan form. Hence, in addition to the usual difficulties encountered within the formal reduction itself, additional ones arise for system (1) since its leading coefficient matrix $A_0(x)$ is a matrix-valued function rather than a constant one. In particular, if it has multiple eigenvalues then they might coalesce (see, e.g., [24, Example pg 223]). In classical textbooks, points where the Jordan form of $A_0(x)$ is unstable, that is either the multiplicity of the eigenvalues or the degrees of the elementary divisors are not constant in every neighborhood of such points, are referred to as turning points (see, e.g., [25, pg 57]). The behavior of solutions of differential systems around such points is far more complicated than that of system (2) around an irregular singularity. In fact, the neighborhood of such a point is decomposed into a finite number of $x$-dependent neighborhoods in each of which the solution behaves quite differently though it may still be asymptotically satisfied (see, e.g., [12]).

The methods proposed in the literature of system (1) either exclude turning points [10] or are not algorithmic throughout. Moreover, they make an essential use of the so-called Arnold-Wasow form. However, for the univariate case, system (2), the research advanced profoundly in the last two decades making use of methods of modern algebra and topology. The former classical approach is substituted by efficient algorithms (see, e.g., [3, 7, 8, 22] and references therein). It was the hope of Wasow [24], in his 1985 treatise summing up contemporary research directions and results on system (1), that techniques applied to system (2) be generalized to tackle the problems met in system (1).

In this article, we are interested in the resolution of turning points of system (1) and decoupling it into a set of systems of lower dimensions for each of which $h$ has a minimal integer value.

Given system (2), Moser defined two rational numbers:

$$m(A) = \max \left(0, p + \frac{\text{rank}(A_0)}{n}\right)$$

and

$$\mu(A) = \min \{ m(T^{-1} \Delta T) \mid T \in GL(V) \}. $$

It follows that system (2) is regular whenever $\mu(A) \leq 1$. For $m(A) > 1$, he proved that $m(A) > \mu(A)$ if and only if the polynomial

$$\theta(\lambda) := x^{\text{rank}(A_0)} \det(\lambda I + A_0 \frac{x}{x} + A_1)$$

vanishes identically in $\lambda$. In this case, system (2) (resp. $A(x)$) is said to be Moser-reducible and $m(A)$ can be diminished by applying a coordinate transformation $Y = T Z$ where $T \in GL(V)$ is of the form

$$T = (P_0 + P_1 x) \text{diag} (1, \ldots, 1, x, \ldots, x)$$

such that $P_0, P_1$ are constant matrices and $\det(P_0) \neq 0$ [21, Theorems 1 and 2, pg 381]. This notion and algorithms developed (see, e.g., [8]), were generalized as well to linear functional matrix equations in [6], a particular case of which is system (2). This gave rise to the package ISOLDE [7], written in the computer algebra system Maple and dedicated to their symbolic resolution. Moser’s reduction criterion was also borrowed from the theory of differential systems to investigate efficient algorithmic resolution of the perturbed algebraic eigenvalue-eigenvector problem in [13]. This problem is another prominent example in the univariate case, for which $\delta$ is the zero map and $K = C(\epsilon))$. Thereby, $\Delta$ is just a linear operator in the standard way and $A(\epsilon)$ is the widely studied perturbation of the constant matrix $A_0$ (e.g. [14]).

However, despite their utility and efficiency in these univariate cases, Moser-based algorithms are not considered yet over bivariate fields. In particular, the second author of this paper developed in [4] a Moser-based algorithm for the differential systems associated to $\delta = x^d \frac{d}{dx}$ and $K = \mathbb{Q}(x)$, the field of rational functions in $x$. We generalize this algorithm to system (1). Although Moser’s motivation for introducing these rational numbers for system (2) was to identify regular singular systems in the sense of Poincaré, we show hereby that they serve as well for the reduction of $h$ to its minimal integer value.

This paper is organized as follows: In Section 2, we give some background and preliminary results. In Section 3, we present a Moser-based method to treat turning points. In Section 4, we introduce a Moser-based reduction algorithm to diminish $h$ to its minimal integer value. Our main results are Theorem 1 and Proposition 1. In Subsection 4.3, we give an outline of a generalization of Levens-Park’s rank reduction algorithm of [9, 16] and illustrate by an example how it compares to the Moser-based one. Finally, we conclude in Section 5 and point out some prospects of further research. We remark that since our interest is formal, reference to asymptotic behavior and/or convergence is dropped. On this topic one may refer to, e.g., [2, 24].

2. PRELIMINARIES

Consider system (1). Without loss of generality, we can assume that $A_0(x) \in K^{n \times n}_{\epsilon}$ and the leading coefficient matrix $A_0(x)$ is a nonzero element of $\mathbb{O}^{n \times n}_{\epsilon}$ otherwise $h$ and $p$ can be readjusted. We refer to $A_{00} := A(0, 0)$ as the leading constant matrix. The nonnegative integer $h$ will be referred to as the rank of singularity in $\epsilon$ ($\epsilon$-rank, in short). We assume that system (1) has at most one turning point otherwise the region of study can be shrunked. Moreover, this turning point is placed at the origin, otherwise, a translation in the independent variable can be performed. We denote by $I_k$ and $O_{h, k}$ the identity and zero matrices respectively of prescribed dimensions.

Let $T \in GL_n(K)$ then the change of the dependent variable $Y = T Z$ in (1) gives

$$\frac{dZ}{dx} = \tilde{A}(x, \epsilon) Z = e^{-\bar{\epsilon}} x^{-\bar{\epsilon}} \sum_{k=0}^{\infty} \tilde{A}_k(x) \epsilon^k Z.$$   \hspace{1cm} (5)

where $\tilde{A}(x, \epsilon) \in K^{n \times n}$ and

$$T[A] := \tilde{A}(x, \epsilon) = T^{-1} A(x, \epsilon) T - \epsilon T^{-1} \frac{d}{dx} T.$$   \hspace{1cm} (6)

Systems (1) and (5) are called equivalent. In fact, $T$ is a change of basis and $\tilde{A}(x, \epsilon)$ is the matrix of $T^{-1} \Delta T$.

Remark 1. Given system (1) and an equivalent system (5), we have

- If $h > 0$ and $T(x) \in GL_n(K_{\epsilon})$ then it follows from (6)

$$x^{-\bar{\epsilon}} (\tilde{A}_0(x) + \tilde{A}_1(x) \epsilon) = T^{-1} x^{-\bar{\epsilon}} (A_0(x) + A_1(x) \epsilon) T.$$
Hence, since we’ll be interested solely in $\tilde{A}_0(x)$ and/or $A_1(x)$, it suffices to investigate $T^{-1}AT$, the similarity term of $T[A]$. In particular, if $T(x) \in GL_n(O_x)$ then $p = \tilde{p}$ as well.

- If $T = \text{diag}(e^{\alpha_1}, \ldots, e^{\alpha_n})$, where $\alpha_1, \ldots, \alpha_n$ are integers, then $\delta T$ is a zero matrix. Hence, $T[A] = T^{-1}AT$.

A classical tool in perturbation theory is the so-called splitting which separates off the existing distinct coalescence patterns. Whenever the leading constant matrix $A_0$ admits at least two distinct eigenvalues, there exists a coordinate transformation which block-diagonalizes system (1) so that it can be decoupled into subsystems of lower dimensions whose leading constant matrices have a unique distinct eigenvalue each (see, e.g., [11, Theorem XII – 4 – 1, pg 381] and [25, Theorem 8.1, pg 81]).

Remark 2. In [24, Theorem 2.3 – 1, pg 17], we have a generalization of the splitting to the well-behaved case which corresponds to $A_0(x)$ being holomorphically similar to its holomorphic Jordan form. In particular, its eigenvalues don’t coalesce in the region of study. However, we limit ourselves to the weaker version stated above as we aim to give a general discussion which doesn’t exclude turning points.

We now consider one of these resulting subsystems and assume its leading constant matrix is in Jordan normal form with a unique eigenvalue $\gamma \in C$. This can be always attained by a constant transformation. Upon applying the so-called eigenvalue shifting, i.e.

$$Y = \exp(e^{-h-1} \int \gamma x^{-\theta} dx)Z,$$

it is easy to verify from (6) that the resulting system has a nilpotent leading constant matrix. Hence, without loss of generality, we can assume that system (1) is such that $A_0(x)$ is nilpotent. Clearly, it doesn’t follow that $A_0(x)$ is nilpotent. Consequently, we deviate from the classical treatment of system (2) since turning points may be encountered.

In the sequel, the subscripts are to be omitted and $x, \epsilon$ dropped from the notation whenever ambiguity is not likely to arise, e.g. $A(x, \epsilon) = A_0(x)$. $A_1(x)$ will be denoted by $A^0, A_0, A_1$ respectively. We set $r = \text{rank}(A_0(x))$.

3. RESOLUTION OF TURNING POINTS

This section is dedicated to the case where $A_0(x)$ of system (1) is nonnilpotent unlike the leading constant matrix $A_0$. We show that by Moser-based reduction of $A_0(x)$ itself and a ramification $x = t^s$ where $s$ a positive integer, we can modify radically the nilpotency of $A_0$, i.e. arrive at a system for which splitting can be applied.

The preference for systems of such a general form (1) over systems with $p \leq 0$ is to be justified in this section. In fact, system (1) will undergo a sequence of transformations which may either introduce or increase the order of the pole in $x$. This increase is inevitable and happens identically in the classical treatment of such systems. However, the order of the poles of $A_k(x)$, $k = 0, 1, 2, \ldots$ grows at worst linearly with $k$ which maintains an asymptotic validity of the formal construction [25, pg 60].

By Remark 1, the discussion is restricted to the similarity term $T^{-1}AT$ of $T[A]$. Hence, $A_0(x)$ can be treated as a perturbation of $A_0$.

**Proposition 1.** Given a system (1)

$$\epsilon \frac{dY}{dx} = A(x, \epsilon)Y = e^{-h}x^{-\theta} \sum_{k=0}^{\infty} A_k(x) e^\theta Y$$

where $A_0(x) = A_0 + A_0 x + A_0 x^2 + \ldots$ such that $A_0$ is a nilpotent constant matrix. If $A_0(x)$ has at least one nonzero eigenvalue then there exist a positive integer $s$ and a $T \in GL_n(K_x)$ such that by setting $x = t^s$, $Y = TZ$, we have in (5)

$$\tilde{A}_0(t) = T^{-1}A_0(t)T = \tilde{A}_0 + \tilde{A}_1 t + \tilde{A}_2 t^2 + \ldots$$

where $\tilde{A}_0$ has a nonzero constant eigenvalue.

**Proof.** The eigenvalues of $A_0(x)$ admit a formal expansion in the fractional powers of $x$ in the neighborhood of $x = 0$ (see, e.g., [14]). We are interested only in their first nonzero terms. Let $\mu(x) = \sum_{j=0}^{\infty} \mu_j x^j$ be a nonzero eigenvalue of $A_0(x)$ whose leading exponent, i.e. smallest $j/s$ for which $\mu_j \neq 0$ and $j, s$ are coprime, is minimal among the other nonzero eigenvalues. Then, without loss of generality, we can assume that $s = 1$; otherwise we set $x = t^s$. Now, let $T \in GL_n(K_x)$ such that $A_0(x)$ is Moser-irreducible in $x$.

$$\theta(\lambda) = x^r \text{rank}(A_0) \det(\lambda I + \tilde{A}_0 + \tilde{A}_0 x)_{x=0}$$

doesn’t vanish identically in $\lambda$. Then there are $n - \deg \theta$ eigenvalues of $A_0(x)$ whose leading exponents lie in $[0, 1]$, and deg $\theta$ eigenvalues for which the leading exponent is equal to 1 or greater [13, Proposition 1]. But $\mu(x)$ is an eigenvalue of $A_0(x)$ with a minimal leading exponent and hence it is among those whose leading exponents lie in $[0, 1]$. By our assumption $s = 1$, and hence the leading exponent of $\mu(x)$ is zero and $\mu_0 \neq 0$. Since $\mu_0$ is an eigenvalue of $A_0$, it follows that the latter is nonnilpotent.

**Remark 3.** The eigenvalues of $A_0(x)$ are the roots of the algebraic scalar equation $f(x, \mu) = \det(A(x, \mu) - \mu I) = 0$ and can be computed by Newton-Puiseux algorithm. The linear transformation $T \in GL_n(K_x)$ can be computed efficiently via ISOLDE [7].

We illustrate our approach by an Example from [25, pg 88]. We remark however that the technique proposed in the former, adapted from [23] and [12], starts with the reduction of $A(x, \epsilon)$ to its Arnold-Wasow form followed by the construction of the so-called characteristic polygon. This particular example therein was given initially in Arnold-Wasow form for the sake of simplicity and hence, the transformations computed by our algorithm, which doesn’t require reduction to this form, do not derive herefrom those in the former.

**Example 1.** Let $\epsilon \frac{dY}{dx} = \epsilon^{-1} \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ \epsilon & 0 & x \end{bmatrix} Y$. Clearly, we have a turning point at $x = 0$ and

$$A_0(x) = \begin{bmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & x \end{bmatrix}.$$
that $A_0(x)$ is Moser-reducible in $x$ ($\theta(\lambda) \equiv 0$). Let $T = \text{diag}(1, x, x^2)$ then upon setting $Y = TZ$ we get

$$
\begin{align*}
\frac{dZ}{dx} &= \epsilon^{-1} x \left[ \begin{array}{ccc} 1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{array} \right] + \left[ \begin{array}{ccc} -1 & -1 & 0 \\
0 & -1 & -2 \\
1 & -1 & 0 \\
\end{array} \right] x^{-3} \epsilon + \\
&+ \left[ \begin{array}{ccc} -1 & -1 & 0 \\
1 & -1 & 0 \\
1 & -1 + x^2 & 1 \\
\end{array} \right] x^{-6} \epsilon^2 + O(x^{-9} \epsilon^3).
\end{align*}
$$

The constant leading coefficient matrix of the resulting matrix is no longer nilpotent. Hence the system can be decoupled into two subsystems upon setting $Z = TW$ where

$T = \left[ \begin{array}{ccc} 1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 0 & 1 \\
\end{array} \right] + \left[ \begin{array}{ccc} -1 & -1 & 0 \\
-1 & -1 & -2 \\
-1 & -1 & 0 \\
\end{array} \right] x^{-3} \epsilon + O(x^{-6} \epsilon^2)$.

The resulting equivalent system then consists of the two uncoupled lower dimension systems where $W = [W_1, W_2]^T$:

$$
\frac{dW_1}{dx} = \epsilon^{-1} x \left[ \begin{array}{ccc} -1 & 0 & 0 \\
-1 & 0 & 0 \\
1 & 0 & 0 \\
\end{array} \right] x^{-3} \epsilon + G_1(W_1),
$$

$$
\frac{dW_2}{dx} = \epsilon^{-1} x \left[ \begin{array}{ccc} 1 + x^{-3} \epsilon & (1 + 2 \epsilon) x^{-6} \epsilon^2 & O(x^{-9} \epsilon^3) \\
0 & 1 & 0 \\
0 & 0 & 1 \\
\end{array} \right] W_1.
$$

For the former subsystem, $A_0(x)$ and $A_0$ are now simultaneously nilpotent. As for the latter, the diagonal part is $\frac{1}{2} \epsilon^{-2} x^2 (1 + O(x^{-3} \epsilon))$: the eigenvalue $x$ of the leading coefficient matrix of the system we started with is recovered as expected.

4. $\epsilon$-RANK REDUCTION

Following Section 3, we can now assume without loss of generality that $A_0(x)$ and $A_0$ are simultaneously nilpotent. The system is recovered from its turning points and no further reduction can be attained via splitting. In analogy to modern techniques for system (2), we now investigate the $\epsilon$-rank reduction of system (1).

4.1 $\epsilon$-Reduction criteria

Following (3) and (4), we define respectively the $\epsilon$-Moser rank and $\epsilon$-Moser Invariant of system (1) as the rational numbers:

$$
m_* (A) = \max \{ 0, h + \frac{r}{n} \}
$$

and

$$
\mu_* (A) = \min \{ m_* (T[A]) | T \in \text{GL}_n(K) \}.
$$

**Definition 1.** System (1) (the matrix $A$ respectively) is called $\epsilon$-reducible in the sense of Moser ($\epsilon$-reducible, in short) if $m_* (A) > \mu_* (A)$, otherwise it is said to be $\epsilon$-irreducible.

**Remark 4.** This definition is not to be mixed neither with the usual sense of reduced system in the literature, i.e. the system (2) obtained from system (1) ($\epsilon = 0$); nor with the usual sense of Moser-reduced systems as for system (2), i.e. the systems whose $p$ is minimal.

In particular, if $m_* (A) \leq 1$ then $h = 0$ and no further reduction is to be sought via this approach.

4.2 $\epsilon$-Reduction algorithm

We follow the algorithmic description of [4]. The main result of this section is the following theorem whose proof follows after a series of intermediary results.

**Theorem 1.** Given system (1)

$$
\frac{dY}{dx} = A(x, \epsilon)Y = \epsilon^{-h} x^{-r} \sum_{k=0}^{\infty} A_k(x) \epsilon^k Y
$$

such that $\text{rank}(A_0(x)) = r$ and $m_* (A) > 1$. A necessary and sufficient condition for the system to be $\epsilon$-reducible (in the sense of Moser), i.e. the existence of a $T(x, \epsilon) \in \text{GL}_n(K)$ such that $r(A_0(x)) < r$, is that the polynomial

$$
\theta(\lambda) := \epsilon^r \text{det}(\lambda + A_0 \epsilon + A_1) |\epsilon = 0
$$

vanishes identically in $\lambda$.

Moreover, $T(x, \epsilon)$ can always be chosen to be a product of unimodular transformations in $\text{GL}_n(O_\epsilon)$ and polynomial transformations of the form $\text{diag}(\epsilon^{a_1}, \ldots, \epsilon^{a_n})$ where $a_1, \ldots, a_n$ are nonnegative integers.

**Lemma 1.** There exists a unimodular matrix $U(x)$ in $\text{GL}_n(O_\epsilon)$ such that the leading coefficient matrix $A_0(x)$ of $U[A]$ have the following form

$$
\tilde{A}_0 = \left[ \begin{array}{cc} \tilde{A}_{11} & 0 \\
\tilde{A}_{12} & O \\
\end{array} \right]
$$

where $\tilde{A}_{11}$ is a square matrix of dimension $r$ and $\tilde{A}_{12}, \tilde{A}_{22}$ is a $n \times r$ matrix of full column rank $r$.

**Proof.** By Remark 1, $\tilde{A}_0 = U^{-1} A_0 U$ hence it suffices to search a similarity transformation $U(x)$. Since $O_\epsilon$ is a Principal Ideal Domain (the ideals of $O_\epsilon$ are of the form $x^k O$), it is well known that one can construct unimodular transformations $Q(x), R(x)$ lying in $\text{GL}_n(O_\epsilon)$ such that the matrix $Q A_0 R$ has the Smith Normal Form

$$
Q A_0 R = \text{diag}(x^{\beta_1}, \ldots, x^{\beta_r}, 0, \ldots, 0)
$$

where $\text{det}(R(0)) \neq 0$, $\text{det}(Q(0)) \neq 0$, and $\beta_1, \ldots, \beta_r$ in $\mathbb{Z}$ with $0 \leq \beta_1 \leq \beta_2 \leq \cdots \leq \beta_r$.

It follows that we can compute a unimodular matrix $R(x)$ in $\text{GL}_n(O_\epsilon)$ so that its $n - r$ last columns form a basis of $\ker(A_0)$. Hence, we set $U(x) = R(x)$.

**Remark 5.** In practice, $U(x)$ can be obtained by performing gaussian elimination on the columns of $A_0(x)$ taking as pivots the elements of minimum order (valuation) in $x$ as already suggested in [9].

Hence, we can suppose without loss of generality that $A_0(x)$ consists of $r$ independent columns and $(n - r)$ zero columns. We partition $A_1(x)$ in accordance with $A_0$, i.e.

$$
A_1 = \left[ \begin{array}{cc} A_{11}^{21} & A_{11}^{22} \\
A_{12}^{21} & A_{12}^{22} \\
\end{array} \right],
$$

and consider

$$
G_3(A) = \left[ \begin{array}{c} \tilde{A}_{11}^{11} \\
\tilde{A}_{11}^{12} \\
\tilde{A}_{12}^{11} + \lambda A_{n-r} \\
\end{array} \right].
$$

We illustrate our progress with the following simple example.
**Example 2.** Given \( \epsilon \frac{d^2 Y}{dx^2} = A(x, \epsilon)Y \) where
\[
A = e^{-2} \begin{bmatrix}
\epsilon & -\epsilon x & (1 + x)\epsilon & 0 \\
-x^2 & x & 0 & -2\epsilon x \\
-x & 0 & 0 & 2\epsilon \\
0 & 2 & 0 & \epsilon^2
\end{bmatrix}.
\]
Clearly, \( A_0(x) \) is nilpotent rank 2 and
\[
G_\lambda(A) = \begin{bmatrix}
0 & 0 & x + 1 & 0 \\
x^2 & 0 & 0 & -2\epsilon x \\
-x & 0 & \lambda & 2 \\
0 & 2 & 0 & \lambda
\end{bmatrix}.
\]
This consideration of \( G_\lambda(A) \) gives an \( \epsilon \)-reduction criteria equivalent to \( \theta(\lambda) \) as demonstrated in the following lemma.

**Lemma 2.** \( \det(G_\lambda(A)) \equiv 0 \) vanishes identically in \( \lambda \) if and only if \( \theta(\lambda) \) does.

**Proof.** Let \( D = \text{diag}(\epsilon_r, I_{n-r}) \) then we can write \( \epsilon^{-1}A = ND^{-1} \) where \( N = N(x, \epsilon) \in K^{n \times n} \) has no poles in \( \epsilon \). Set \( D_0 = D(0) \) and \( N_0 = N(x, 0) \). Then we have
\[
\det(G_\lambda(A)) = \det(N_0 + \lambda N_0) = \det(N + \lambda D)|_{\lambda=0}
\]
\[
= \det(A_0 + \lambda N_0) = \det(D)|_{\lambda=0}
\]
\[
= \det(A_0 + \lambda I_n) = \det(\lambda I_n) = 0.
\]
\( \square \)

**Proposition 2.** If \( m_n(A) > 1 \) and \( \det(G_\lambda(A)) \equiv 0 \) then there exists a unimodular matrix \( Q(x) \) in \( GL_n(O(x)) \) with \( \det Q(x) = \pm 1 \) such that the matrix \( G_\lambda(Q[A]) \) has the form
\[
G_\lambda(Q[A]) = \begin{bmatrix}
A_{11}^1 & U_1 \\
V_1 & W_1 + \lambda N_{n-r-\rho}
\end{bmatrix}
\]
where \( 0 \leq \rho \leq n-r, W_1, W_3 \) are square matrices of order \( n-r-\rho \) and \( \rho \) respectively, and
\[
\text{rank} \begin{bmatrix}
A_{11}^1 \\
M_1
\end{bmatrix} = \text{rank} \begin{bmatrix}
A_{11}^1 \\
U_1
\end{bmatrix},
\]
\[
\text{rank} \begin{bmatrix}
A_{11}^1 \\
M_2
\end{bmatrix} < r.
\]
Our procedure is that of [4] except for the properties of \( M_1, M_2, \) and \( W_3 \). The nullity of \( M_1 \) and \( M_2 \) in the former is replaced by the weaker condition (11) here. Otherwise, the unimodularity of \( Q(x) \) cannot be guaranteed. Moreover, this refinement avoids unnecessary computations. The bridge between both descriptions is established in Remark 6 before proceeding to the proof of the Proposition.

**Remark 6.** Suppose that \( G_\lambda(Q[A]) \) has the form (10) and there exists a transformation \( T(x) \in GL_n(K_x) \) such that \( G_\lambda(T(Q[A])) \) has the form
\[
G_\lambda(T(Q[A])) = \begin{bmatrix}
A_{11}^1 & U_1 \\
V_1 & W_1 + \lambda N_{n-r-\rho}
\end{bmatrix}
\]
where \( 0 \leq \rho \leq n-r, W_1, W_3 \) are square matrices of order \( n-r-\rho \) and \( \rho \) respectively, and \( W_3 \) is upper triangular with zero diagonal. Then,
\[
\det G_\lambda(T(Q[A])) = \lambda^c \det \begin{bmatrix}
A_{11}^1 & U_1 \\
V_1 & W_1 + \lambda N_{n-r-\rho}
\end{bmatrix}.
\]
If \( \det(G_\lambda(A)) \equiv 0 \) then we have as well \( \det(G_\lambda(Q[A])) = \det(G_\lambda(T(Q[A]))) \equiv 0 \). Hence,
\[
\det \begin{bmatrix}
A_{11}^1 & U_1 \\
V_1 & W_1 + \lambda N_{n-r-\rho}
\end{bmatrix} = 0.
\]
We shall denote by \( G_0^\rho \) the matrix \( \begin{bmatrix}
A_{11}^1 & U_1 \\
V_1 & W_1 + \lambda N_{n-r-\rho}
\end{bmatrix} \).

**Proof (Proposition 2).** Since \( \det(G_\lambda(A)) \equiv 0 \) then in particular, \( \det(G_{\lambda=0}(A)) = 0 \). The matrix \( G_{\lambda=0}(A) \) is thus singular. Let \( E \) (respectively \( F \)) be the vector space spanned by the first \( r \) (resp. last \( n-r \)) rows of \( \lambda G_{\lambda=0}(A) \). We have
\[
\dim(E + F) = \text{rank}(G_{\lambda=0}(A)) < n.
\]
If \( \dim(E) < r \) then set \( \rho = 0 \). Otherwise, since
\[
\dim(E + F) = \dim(E) + \dim(F) - \dim(E \cap F) < n,
\]
it follows that either \( \dim(F) < n-r \) or \( \dim(E \cap F) > 0 \).
In both cases, there exists at least a row vector \( W_1(x) = (w_1, \ldots, w_n) \) with entries in \( C(x) \) in the left null space of \( \lambda G_{\lambda=0}(A) \), such that \( w_i \neq 0 \) for some \( r+1 \leq i \leq n \). We can assume without loss of generality that \( W_1(x) \) has its entries in \( O_x \). Indeed, this assumption can be guaranteed by a construction as in Lemma 1. Let \( V_1(x) \) be the nonzero row vector whose entries \( v_i \) are such that \( v_i = w_i \) for \( r+1 \leq i \leq n \) and zero elsewhere. It can be attained that \( \epsilon_n = 1 \) upon replacing \( A \) by \( P[A] \) where \( P \) is a permutation matrix which exchanges the rows of \( A \) so that the pivot is taken to have the minimum order (valuation) in \( x \). Let \( R_1(x) \) be the matrix whose \( n \)th row is formed by \( V_1(x) \), the other rows being those of the identity matrix \( I_n \). Note that \( R_1(x) \) is a lower triangular matrix in \( GL_n(O(x)) \) with \( \det R_1 = 1 \). Now put \( A^{(1)} = R_1^{-1}[A] \). Thus, \( G_\lambda(A^{(1)}) \) has the form (10) with \( \lambda = 1 \) and \( \rho = 1 \).

By (13), the matrix \( G_\lambda^{(1)}(x) \) is singular so if the condition (12) does not occur then one can find, by the same argument as above, a vector \( V_2(x) \) in \( O_x \) whose \( (n-1)^{th} \) component is 1 such that \( V_2 G_\lambda^{(1)} = 0 \). Let \( R_2(x) \) denote the matrix whose \( n-1 \)th row is formed by \( V_2(x), 0 \), the others being those of the identity matrix \( I_n \), and \( A^{(2)} = R_2^{-1}[A^{(1)}] \). The matrix \( G_\lambda(A^{(2)}) \) is then of the form (10) with \( \lambda = 1 \) and \( \rho = 2 \).

A finite number of applications of this process yields an equivalent matrix \( A^{(k)} \) with (11) for which either (12) occurs or \( \rho = n-r \). But in the latter case one has, again by Remark 6 and (13), that \( \det A^{(k)} = 0 \), and so (12) occurs. The matrix \( Q(x) \) we are seeking is obtained as a product of permutation matrices or lower triangular matrices whose determinant is 1, and so its determinant is \( \pm 1 \).

**Example 3.** We consider again Example 2. A simple calculation shows that \( \det(G_\lambda(A)) \equiv 0 \) hence \( A \) is \( \epsilon \)-reducible. From (9), for \( \lambda = 0 \), we have the singular matrix
\[
G_{\lambda=0}(A) = \begin{bmatrix}
0 & 0 & x + 1 & 0 \\
x^2 & 0 & 0 & -2x \\
-x & 0 & 0 & 2 \\
0 & 2 & 0 & 0
\end{bmatrix}. \quad \text{Let } Q = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\]
then \( Q[A] = \epsilon^{-2} \begin{bmatrix}
\epsilon & -\epsilon^3 x & 0 & (1 + x)\epsilon \\
-x^2 & xe & -2\epsilon x & 0 \\
-x & 0 & 2\epsilon & 0 \\
0 & 2 & 0 & \epsilon^2
\end{bmatrix} \).
Moreover, $G_3(Q[A])$ has the form (10) with $p = 1$ and $r = 2$.

In fact, $G_3(Q[A]) = \begin{bmatrix} 0 & 0 & 0 & (1 + x) \\ x^2 & 0 & 0 & 0 \\ 0 & 2 & \lambda & 0 \\ -x & 0 & 2 & \lambda \end{bmatrix}$.

Proposition 3. If $m_n(A) > 1$ and $G_3(A)$ has the form (10) with conditions (11) and (12) satisfied, then system (1) (resp. A) is $\epsilon$-reducible and reduction can be carried out with the shearing transformation $S = \text{diag}(\epsilon_1, I_{n-r-p}, \epsilon_0)$ whenever $\rho \neq 0$ and $S = \text{diag}(I_r, I_{n-r})$ otherwise.

Proof. We partition $A(x, \epsilon)$ as follows:

$$A = \begin{bmatrix} A^{11} & A^{12} & A^{13} \\ A^{21} & A^{22} & A^{23} \\ A^{31} & A^{32} & A^{33} \end{bmatrix}$$

where $A^{11}, A^{22}, A^{33}$ are of dimensions $r, n - r - \rho$, and $\rho$ respectively. It is easy to verify then that

$$\bar{A}(x, \epsilon) = S^{-1}AS - S^{-1}S = S^{-1}AS$$

$$= \begin{bmatrix} A^{11} & \epsilon A^{12} & A^{13} \\ A^{21} & A^{22} & \epsilon A^{23} \\ A^{31} & \epsilon A^{32} & A^{33} \end{bmatrix}.$$ 

Hence, the new leading coefficient matrix is

$$\bar{A}_0 = \begin{bmatrix} A_0^{11} & U_1 & O \\ O & O & O \\ M_1 & M_2 & O \end{bmatrix}$$

and $\text{rank}(\bar{A}_0) = \text{rank}(A_0^{11}) < r$.

Example 4 (Continue Example 2). Let $S = \text{diag}(\epsilon, 1, \epsilon)$ then

$$S[Q[A]] = \epsilon^{-2} \begin{bmatrix} \epsilon & -x^3\epsilon & 0 & (1 + x)\epsilon \\ x^2 & x & -2x & 0 \\ 0 & 2\epsilon & 0 & 0 \\ -x & 0 & 2 & 0 \end{bmatrix}.$$ 

It is clear that the leading term has rank $1 < r$.

Now, we are ready to prove Theorem 1.

Proof (Theorem 1). We first prove that the condition is necessary. Suppose that such a $T$ exists then using [20, Lemma 1] to proceed in analogy to [21, Proof, pg 395, part b], we have:

$$\epsilon^r \det(\lambda I + \frac{h A}{\epsilon})_{i=0} = \epsilon^r \det(\lambda I + \frac{h \bar{A}}{\epsilon})_{i=0} = \epsilon^{-m} B(x, \epsilon)|_{i=0} \equiv 0$$

where $m \leq r(\bar{A}_0) < r$ and $B(x, \epsilon) \in K^{n \times n}$ has no poles in $\epsilon$. Moreover, $\theta(\lambda) \equiv 0$ since

$$\epsilon^r \det(\lambda I + \frac{h A}{\epsilon})_{i=0} \equiv \epsilon^r \det(\lambda I + \frac{A_0}{\epsilon} + A + \sum_{k=2}^{n} A_k \epsilon^{k-1})_{i=0}.$$ 

As for the sufficiency of the theorem, by Lemma 1, we can assume that $A_0(x)$ is in the form (7). Then, $G_3(A)$ is constructed as in (8). Since $\theta(\lambda) \equiv 0$ and $m_n(A) > 1$, it follows from Lemma 2 that $\det(G_3(A)) \equiv 0$ and $A$ is $\epsilon$-reducible. Hence, the matrix $S[Q[A]]$ where $S, Q$ are as in Propositions 2 and 3 respectively, has the desired property.

Remark 7. The $\epsilon$-reducibility of $A$ implies that the rank of the leading coefficient matrix can be reduced without necessarily reducing the $\epsilon$-rank of the system. If the $\epsilon$-reduction criteria holds for a sufficient number of equivalent systems then a repetitive application of such a transformation results in an equivalent system whose leading coefficient matrix has a null rank, hence it is reduced by one (e.g. Example 2). At this point, the discussion restarts from the nature of the eigenvalues of the leading constant matrix.

Example 5. Given $\epsilon \frac{dY}{dx} = A(x, \epsilon)Y$ where

$$A = \epsilon^{-3} \begin{bmatrix} 2x^3 & 3x^2 \epsilon^4 & 2x^2 & (2x + 1)\epsilon^5 \\ 0 & \epsilon^4 & 0 & 0 \\ 0 & 0 & \epsilon^2 & 0 \\ -2x & 0 & 0 & 0 \end{bmatrix}.$$ 

The gauge transformation $Y = TZ$ computed by our algorithm results in an equivalent $\epsilon$-irreducible system whose $\epsilon$-rank is diminished by two as illustrated below:

$$T = \begin{bmatrix} 0 & \epsilon^3 & 0 & 0 \\ 0 & 0 & \epsilon & 0 \\ \epsilon^3 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix}$$

$$T[A] = \epsilon^{-1} \begin{bmatrix} 1 & 0 & 0 & 0 \\ 2x & 2x & 3x^2 & 2x + 1 \\ 0 & 0 & \epsilon^2 & 0 \\ 0 & -2x & 0 & 0 \end{bmatrix}.$$ 

Algorithm 1 Moser-based $\epsilon$-Rank Reduction of System (1)

Input: $A(x, \epsilon)$ of system (1)

Output: $T(x, \epsilon) \in GL_n(K)$ and an equivalent system given by $T[A]$ which is $\epsilon$-irreducible in the sense of Moser.

$T \leftarrow I_n$;
$h \leftarrow \epsilon$-rank of $A$;
$U(x) \leftarrow$ unimodular transformation computed in Lemma 1 and Remark 5 such that $U^{-1}A_0U$ has form (7);
while $\det(G_3(A)) = 0$ and $h > 0$ do
$T \leftarrow T; U \leftarrow U^{-1}AU - \epsilon U^{-1}\frac{dP}{dx};$
$P \leftarrow QS;$
$T \leftarrow TP;$
$A \leftarrow P^{-1}AP - \epsilon P^{-1}\frac{dP}{dx};$
$h \leftarrow \epsilon$-rank of $A;$
$U(x) \leftarrow$ Lemma 1 and Remark 5;
$T \leftarrow TU;$
$A \leftarrow U^{-1}AU - \epsilon U^{-1}\frac{dP}{dx};$
end while.
return $(T, A)$.

4.3 Example of comparison with Levet-Barkatou-LeRoux’s approach

While Moser defined two rational numbers in [21], Levet investigated the existence of stationary sequences of free lattices in [16]. Since Moser-based and Levet’s algorithms serve the same utility, i.e. $\epsilon$-rank reduction of system (2), it is natural to question their comparison. In the univariate case, both algorithms turn out to have an identical cost.
which suggests a further experimental study so that they can be well-compared [15, pg 108]. The latter algorithm was generalized in [9] to a certain class of Pfaffian systems, free of turning points, over bivariate fields, and this is what we refer to as Levelt-Barkatou-LeRoux’s algorithm. Following arguments similar to those of [9] whenever the leading coefficient matrix is nilpotent and to Section 3 of this article whenever it’s not, Levelt-Barkatou-LeRoux algorithm seems adaptable to system (1) as well. Such an attempt would give rise to Algorithm 2.

**Algorithm 2** Adaptation of Levelt-Barkatou-LeRoux Rank Reduction to System (1)

**Input:** \( A(x, \epsilon) \) of system (1);

**Output:** \( T(x, \epsilon) \in GL_n(K) \) computed via Levelt’s approach and an equivalent system given by \( T[A] \) which is \( \epsilon \)-irreducible in the sense of Moser.

\[
T \leftarrow I_n;
\]

\[
i \leftarrow 0;
\]

\[
h \leftarrow \epsilon \text{-rank of } A;
\]

\[
\text{while } i < n - 1 \text{ and } h > 0 \text{ do } r \leftarrow \text{rank}(A_0);
\]

\[
U(z) \leftarrow \text{unimodular transformation of Lemma 1 and Remark 5 such that } U^{-1} A_0 U \text{ has the form } \text{(7)};
\]

\[
S(x) \leftarrow \text{diag}(e_i, i_\text{in}, ...);
\]

\[
P \leftarrow US;
\]

\[
T \leftarrow TP;
\]

\[
A \leftarrow P^{-1} A P - \epsilon P^{-1} \partial P \partial z;
\]

\[
h \leftarrow \epsilon \text{-rank of } A;
\]

\[
\text{if } h < h \text{ then } i \leftarrow 0;
\]

\[
\text{else } i \leftarrow i + 1;
\]

\[
\text{end if}
\]

\[
h \leftarrow h;
\]

\[
\text{end while.}
\]

\[
\text{return } (T, A).
\]

It is clear that Algorithm 2 coincides with Algorithm 1 for \( \rho = 0 \). For \( \rho > 0 \), which frequently occurs for matrices of dimension greater than 3, we ran simple examples of systems (1). Despite the identical cost of both algorithms, these examples exhibit that Algorithm 2 complicates dramatically the coefficient matrices of the system under reduction. One factor in this complication stems from the weak termination criterion of this algorithm. However, even upon adjoining Moser’s termination criterion (given by \( \theta(A) \)) to this algorithm, as suggested in [9, Section 5], the result remains less satisfying than that of Algorithm 1. Another factor is that Algorithm 2, contrary to Algorithm 1, demands unnecessary Gaussian eliminations which might explain this growth in the size of coefficients. In fact, one can observe that for \( \rho > 0 \), Algorithm 2 applies, for every iteration step, Gaussian elimination on the leading coefficient matrix followed by a shearing transformation without any assurance that the rank \( r \) will drop. The latter is not guaranteed until \( n - 1 \) steps are performed. On the other hand, for \( \rho > 0 \), Algorithm 1 applies a “weak” Gaussian elimination on matrices of decreasing dimensions (see the proof of Proposition 2) so that (10) is attained. Performing a shearing transformation will then guarantee a drop in either the rank \( r \) or the Poincaré rank at every iteration in the algorithm (Proposition 3). We exhibit here a selected example over \( \mathcal{O} = \mathbb{C}[[x, \epsilon]] \). Additional examples along with our implementation are available online at [19].

**Example 6.** Let \( \frac{dy}{dx} = e^{-h} x^{-p} A(x, \epsilon) Y \) where

\[
A = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
\epsilon & 0 & 0 & 0 & 0 \\
\epsilon^2 & 0 & 0 & 0 & 0 \\
\epsilon & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

It is easily verified that \( A \) is Moser-reducible in \( \epsilon \). Furthermore, we have \( m_\epsilon(A) = h + \frac{1}{\epsilon} \) and \( m_\mu(A) = h + \frac{2}{\epsilon} \). Hence, it suffices to run only one reduction step, for which the rank of the leading coefficient matrix is dropped by one. We give in the following the transformation \( T(x, \epsilon) \) and \( T[A] \) as computed by our Moser-based algorithm, the generalization of Levelt’s algorithm with Moser’s reducibility criterion, and Levelt’s algorithm respectively. For the latter, \( T \) and \( T[A] \) are to be found at [19] due to the lack of space here. However, we illustrate the dramatic growth of their coefficients by listing one entry of each.

\[
T = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
T[A] = [a_{ij}] \text{ including entries having } 2 \text{-digit coefficients and degree } 8 \text{ in } x, \text{ e.g., } a_{12} = -x(27\epsilon^2 - \epsilon - 3)x
\]

\[
\text{and } a_{53} = -(1/3)^2 \epsilon^3 x^5.
\]

\[
T = [t_{ij}] \text{ and } T[A] = [a_{ij}] \text{ have entries with } 4 \text{-digit and } 10 \text{-digit coefficients resp. Degrees in } x \text{ surpass } 8, \text{ e.g.,}
\]

\[
t_{23} = \frac{1458 \epsilon^4 x^6 (x^4 + 3x^2 + 2)^2}{243x^{11} + 1944x^{10} + 3627x^9 + \cdots + 324}
\]

\[
a_{14} = \frac{(39366\epsilon^3 x^5 + 1220346\epsilon^4 x^4 + 14565420\epsilon x^3 + 83731482\epsilon^2 x^2 + \cdots + 944784)}{(243x^{11} + 1944x^{10} + 3627x^9 + \cdots + 324)^2}.
\]

5. CONCLUSION AND FURTHER INVESTIGATIONS

We proposed a Moser-based algorithm which treats the turning points of a singularly-perturbed linear differential systems and reduces its \( \epsilon \)-rank to its minimal integer value. A complementary step to attain the full formal reduction and construct formal solutions is to find the ramification in
the parameter which reduces the general case to the case discussed here in a recursive process. One approach is that based on analysis by a Newton polygon and applied to system (2) in [3, 22] and the scalar case of system (1) in [18]. The sufficient number of coefficient matrices in computations is still to be investigated.

In the usual treatment of turning points, a restraining index $\chi$ is defined and updated at every reduction step to observe the growth of the order of poles in the $A_k(x)$’s (see, e.g., [24, 25] and references therein). This restraining index plays a role in the asymptotic interpretation of the formal solutions. As demonstrated in Section 3, the transformations we apply in the resolution of turning points are polynomial (shearings). Hence, the growth of the pole’s order is bounded and can be expected a priori. This gives insight into the restraining index and is left for further investigation.

Examples comparing this algorithm with a generalization of Level’s favors the former. However, it suggests that Level’s algorithm be generalized to system (1) and that a bit of Levelt’s algorithm be reserved to the similarity term of a differential one. Furthermore, it motivates the generalization of the Moser-based algorithms over differential bivariate fields [1].

An additional field of investigation is tackling the two-parameter algebraic eigenvalue problem via a Moser-based approach. Such investigation is held for the one-parameter case in [13]. In fact, by Remark 1, the main role in the reduction process is reserved to the similarity term of $T[A]$, i.e. $T^{-1}AT$ rather than $T^{-1}oT$. Hence, for a non-differential operator where $T[A] = T^{-1}AT$, the discussion is not expected to deviate from the discussion presented here for a differential one.
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