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#### Abstract

We are interested in the limit, as $m \rightarrow \infty$, of the solution $u_{m}$ of the porous-medium equation $u_{t}=\Delta u^{m}$ in a bounded domain $\Omega$ with Neumann boundary condition, $\frac{\partial u^{m}}{\partial n}=g$ on $\partial \Omega$, and initial datum $u(0)=u_{0} \geq 0$. It is well known by now that this kind of limit turns out to be singular. In the case $g \equiv 0$, it was proved that there exists an initial boundary layer $\underline{u}_{0}$, the so-called mesa, and $u_{m}(t) \rightarrow \underline{u}_{0}$ in $L^{1}(\Omega)$, for any $t>0$, as $m \rightarrow \infty$. In this work, we generalize this result to the case of arbitrary $g \in L^{2}(\partial \Omega)$, we prove that the initial boundary layer is still $\underline{u}_{0}$ and in general (even in the regular case) the limit function is not a solution of a Hele-Shaw problem. There exists a time interval $I$ where the limit of $u_{m}$, as $m \rightarrow \infty$, is the unique solution of a Hele-Shaw problem and elsewhere, $u_{m}$ conveges to the constant function $\frac{1}{|\Omega|}\left(\int_{\Omega} u_{0}+t \int_{\partial \Omega} g\right)$.


## 1. Introduction

Let $\Omega$ be a bounded domain of $\mathbb{R}^{N}$ with smooth boundary $\Gamma$. For $m \geq 1$, we consider the porous-medium equation with nonhomogeneous Neumann boundary condition

$$
\begin{cases}\frac{\partial u}{\partial t}=\Delta u^{m} & \text { on } Q=(0, \infty) \times \Omega  \tag{1.1}\\ \frac{\partial u^{m}}{\partial n}=g & \text { on } \Sigma=(0, \infty) \times \partial \Omega \\ u(0)=u_{0} & \end{cases}
$$

where $g \in L^{2}(\Gamma)$ and $u_{0} \in L^{2}(\Omega)$. For any $m \geq 0$ (cf. Proposition 3), there exists a unique weak solution $u$ of (1.1) in the following sense:

$$
\left\{\begin{array}{l}
u \in L^{2}(Q), w:=|u|^{m-1} u \in L_{l o c}^{2}\left(0, \infty ; H^{1}(\Omega)\right)  \tag{1.2}\\
\int_{0}^{\infty} \int_{\Omega} \xi_{t} u+\int_{\Omega} \xi(0, \cdot) u_{0}=\int_{0}^{\infty} \int_{\Omega} D w \cdot D \xi+\int_{0}^{\infty} \int_{\Gamma} \xi g \\
\forall \xi \in \mathcal{C}^{1}([0, \infty) \times \bar{\Omega}) \text { compactly supported. }
\end{array}\right.
$$

We denote by $u_{m}$ this solution. We are interested in the behavior of $u_{m}$, as $m \rightarrow \infty$.

Formally, we see that as $m \rightarrow \infty$ the equation

$$
\begin{cases}\frac{\partial u}{\partial t}=\Delta u^{m} & \text { on } Q \\ \frac{\partial u^{m}}{\partial n}=g & \text { on } \Sigma\end{cases}
$$

converges to

$$
\begin{cases}\frac{\partial u}{\partial t}-\Delta w=0 & \text { in } Q  \tag{1.3}\\ u \in \operatorname{sign}(w) & \text { in } Q \\ \frac{\partial w}{\partial \eta}=g & \text { on } \Sigma\end{cases}
$$

which is a weak formulation of a Hele-Shaw-type problem. In fact, the HeleShaw problem is a one-phase free-boundary problem modeling the evolution of a slow, incompressible, viscous fluid moving between slightly separated plates, so that the pressure $w=w(x, t) \geq 0$ is such that there exists a phase function $u$ and $(u, w)$ satisfies (1.3) (cf. [19, 17] and [11, 10] for physical and mathematical formulation, respectively). A sign condition on $g$ corresponds to the injection through $\Gamma$ if $g \geq 0$ and to the suction if $g \leq 0$. This case turns out to be an ill-posed problem under general conditions on $g$ (see [10]). In this work, although we consider time-independent data, since no restriction on the sign of $g$ is assumed we will consider the (mathematical model) generalized free-boundary problem associated to (1.3) that we call the generalized Hele-Shaw problem.

Since the range of a solution of (1.3) remains in $[-1,+1], u_{0}$ is an inconsistent initial datum for (1.3) if $\left\|u_{0}\right\|_{\infty}>1$. This implies that the limit of $u_{m}$ may be singular and an initial boundary layer appears in general, when one passes to the limit. On the other hand, we see that a solution of (1.3) satisfies

$$
\frac{d}{d t} \int_{\Omega} u=\int_{\Gamma} g
$$

so that, if $\int_{\Gamma} g \neq 0$, then a solution of (1.3) is not defined for large $t$. This implies that the limit of $u_{m}$ is not a solution of a Hele-Shaw problem in all of $(0, \infty)$. This formal analysis shows that, even in the regular case $\left\|u_{0}\right\|_{\infty} \leq 1$, the problem is completely different from the similar one with the Dirichlet boundary condition (see [16, 18, 20]). Indeed, it was proved in [12] that if the Dirichlet boundary condition is prescribed on the boundary $\Gamma$, then the limit is a solution of the Hele-Shaw problem.

Recall that the case $g \equiv 0$ and $u_{0} \geq 0$ is completely solved. It was proved in [2] that $u_{m}(t) \rightarrow \underline{u}_{0}$ in $L^{1}(\Omega)$ for $t>0$, where

$$
\underline{u}_{0}=\left\{\begin{array}{lll}
f u_{0}:=\frac{1}{\mid \Omega} \int_{\Omega} u_{0} & \text { if } & f u_{0} \geq 1  \tag{1.4}\\
u_{0} \chi_{[w=0]}+\chi_{[w>0]} & \text { if } & f u_{0}<1
\end{array}\right.
$$

with $w \in H^{1}(\Omega)$ the unique solution of the so-called "mesa problem"

$$
\begin{gathered}
w \in H^{2}(\Omega), w \geq 0,0 \leq \Delta w+u_{0} \leq 1 \\
w\left(\Delta w+u_{0}-1\right)=0 \text { a.e. } \Omega \text { and } \frac{\partial w}{\partial n}=0 \text { on } \Sigma .
\end{gathered}
$$

However, to our knowledge, the case $g \not \equiv 0$ was an open problem and there was no result concerning the limit as $m \rightarrow \infty$ of $u_{m}$ even in the regular case. The aim of this paper is to characterize this limit, for any $u_{0} \in L^{2}(\Omega)$, $u_{0} \geq 0$ and any $g \in L^{2}(\Gamma)$. We show that, as $m \rightarrow \infty$,

$$
\begin{equation*}
u_{m} \rightarrow u \quad \text { in } \mathcal{C}\left((0, \infty) ; L^{1}(\Omega)\right), \tag{1.5}
\end{equation*}
$$

where, setting

$$
\mu(t)=f u_{0}+\frac{t}{|\Omega|} \int_{\Gamma} g \quad \text { for } t \geq 0
$$

and defining $I=\{t \geq 0:|\mu(t)| \leq 1\}:=[a, b]$ with $a=b=+\infty$ if $I=\emptyset, u$ is the unique solution of

$$
\left\{\begin{array}{l}
\text { i) } u \in \mathcal{C}\left([0, \infty) ; L^{1}(\Omega)\right), u(0)=\underline{u}_{0},  \tag{1.6}\\
\text { ii) } u(t) \equiv \mu(t) \text { a.e. on } \Omega \text {, for any } t \in(0, a] \cup[b, \infty) \\
\text { iii) } \exists w \in L_{l o c}^{2}\left(a, b ; H^{1}(\Omega)\right) \text { such that } u \in \operatorname{sign}(w) \text { a.e. in } \Omega \\
\quad \text { and } \int_{a}^{b} \int_{\Omega}\left(\xi_{t} u-D w \cdot D \xi\right)=\int_{a}^{b} \int_{\Gamma} \xi g, \forall \xi \in \mathcal{C}^{1}((a, b) \times \bar{\Omega}), \\
\quad \text { compactly supported; }
\end{array}\right.
$$

here $\underline{u}_{0}$ is given by (1.4). So, the limit function $u$ is a solution of a Hele-Shaw problem for $t \in I$ and $u$ is a constant function in $\Omega$, for $t \in \mathbb{R}^{+} \backslash I$. On the
other hand, we see that $I$ may be empty; for instance, when $\int_{\Gamma} g \geq 0$ and $f u_{0} \geq 1$, then $u(t)=f u_{0}+\frac{t}{|\Omega|} \int_{\Gamma} g \geq 1$, for all $t \geq 0$.

The existence and uniqueness of a weak solution of (1.3) and (1.1) were extensively studied in the case where the Dirichlet boundary condition is prescribed at some part of the lateral boundary, but there are few works with the Neumann boundary condition; we cite for instance $[11,13]$. Briefly, the main difficulty in considering the Neumann boundary condition remains in the control of the $H^{1}$-norm of $w$ in $\Omega$; the $L^{2}$-norm of $D w$ in $\Omega$ is insufficient, and we must control the average of $w$; this is the aim of Lemma 3 and Lemma 4.

Finally, we notice that using the results of [14], all the arguments of this paper remain true for the study of the limit of the solution of the Stefan problem with nonhomogeneous Neumann boundary condition, as the specific heat $c$ goes to 0 . In other words, the limit, as $c \rightarrow 0$, of the solution of the Stefan problem with nonhomogeneous Neumann boundary condition is the unique solution of (1.6) with the same initial data $\underline{u}_{0}$ given by (1.4).

To prove these results, we will use abstract arguments of nonlinear semigroup theory. So, we will be interested in the limit, as $m \rightarrow \infty$, of the solution to the stationary problem

$$
v=\Delta v^{m}+f \text { on } \Omega, \quad \frac{\partial v^{m}}{\partial n}=g \text { on } \partial \Omega
$$

for any $f \in L^{1}(\Omega)$ and $g \in L^{1}(\Gamma)$. This is the aim of Section 2. We recall that this problem was completely solved when $g \equiv 0$ (see [5] for $|f f| \leq 1$ and [6] for any $f \in L^{1}(\Omega)$ ). In Section 3, we give a new proof of existence and uniqueness of a weak solution to the generalized Hele-Shaw problem (1.3) under natural conditions on initial data $\chi_{0} \in L^{2}(\Omega)$ and $g \in L^{2}(\Gamma)$. In Section 4 , we prove existence and uniqueness of a solution to (1.1) and (1.6) and we prove the convergence result (1.5).

## 2. The ElLiptic Problem

We consider, first, the elliptic problem

$$
\begin{equation*}
v=\Delta v^{m}+f \text { on } \Omega, \quad \frac{\partial v^{m}}{\partial n}=g \text { on } \partial \Omega \tag{2.1}
\end{equation*}
$$

with $f \in L^{1}(\Omega)$ and $g \in L^{1}(\Gamma)$. Applying Theorem 22 in [8], for any $m>0$, there exists a unique solution $v$ of (2.1) in the sense that

$$
\left\{\begin{array}{c}
v \in L^{1}(\Omega), w:=|v|^{m-1} v \in W^{1,1}(\Omega), \text { a.e. } \Omega  \tag{2.2}\\
\int_{\Omega} D w \cdot D \xi=\int_{\Omega}(f-v) \xi+\int_{\Gamma} g \xi, \forall \xi \in \mathcal{C}^{1}(\bar{\Omega})
\end{array}\right.
$$

Moreover, if $v$ and $\hat{v}$ are two solutions corresponding to $f, \hat{f} \in L^{1}(\Omega)$ and $g, \hat{g} \in L^{1}(\Gamma)$ then (cf. Proposition E in [5])

$$
\begin{equation*}
\int_{\Omega}(v-\hat{v})^{+} \leq \int_{\Omega}(f-\hat{f})^{+}+\int_{\Gamma}(g-\hat{g})^{+} \tag{2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega}|v-\hat{v}| \leq \int_{\Omega}|f-\hat{f}|+\int_{\Gamma}|g-\hat{g}| . \tag{2.4}
\end{equation*}
$$

As $m \rightarrow \infty$, one has
Proposition 1. Let $f \in L^{1}(\Omega), g \in L^{1}(\Gamma)$ and for $m>0$, let $v_{m}$ be the unique solution of (2.1).

1) If

$$
\left|f f+\frac{1}{|\Omega|} \int_{\Gamma} g\right|<1,
$$

there exists a unique solution $(v, w)$ of

$$
\left\{\begin{array}{c}
v \in L^{1}(\Omega), w \in W^{1,1}(\Omega), v \in \operatorname{sign}(w) \text { a.e. on } \Omega  \tag{2.5}\\
\int_{\Omega} D w \cdot D \xi=\int_{\Omega}(f-v) \xi+\int_{\Gamma} g \xi, \forall \xi \in \mathcal{C}^{1}(\bar{\Omega}),
\end{array}\right.
$$

$v_{m} \rightarrow v$ in $L^{1}(\Omega)$ and $\left|v_{m}\right|^{m-1} v_{m} \rightharpoonup w$ in $W^{1,1}(\Omega)$, as $m \rightarrow \infty$.
2) If

$$
\left|f f+\frac{1}{|\Omega|} \int_{\Gamma} g\right| \geq 1,
$$

then $v_{m} \rightarrow f f+\frac{1}{|\Omega|} \int_{\Gamma} g$ in $L^{1}(\Omega)$, as $m \rightarrow \infty$.
First, we prove the following lemma.
Lemma 1. Let $f \in L^{1}(\Omega), g \in L^{1}(\Gamma)$ and $v_{m}$ be the solution of (2.1). Then, $v_{m}$ is precompact in $L^{1}(\Omega)$.

Proof. According to [5] (step 3 of the proof of Theorem $\mathrm{B}^{\prime}$ ), for all $\omega \subset \subset \Omega$, $v_{m}$ is precompact in $L^{1}(\omega)$, and since

$$
\left\|v_{m}\right\|_{L^{1}(\Omega)} \leq\|f\|_{L^{1}(\Omega)}+\|g\|_{L^{1}(\Gamma)},
$$

there exists $m_{k} \rightarrow \infty$ and $v \in L^{1}(\Omega)$ such that

$$
\begin{equation*}
v_{m_{k}} \rightarrow v \quad \text { a.e. } \Omega . \tag{2.6}
\end{equation*}
$$

First, we assume that $f \in L^{2}(\Omega)$ and $g \in L^{2}(\Gamma)$; then we have

$$
\left\|v_{m}\right\|_{L^{2}(\Omega)} \leq C\left(\|f\|_{L^{2}(\Omega)}+\|g\|_{L^{2}(\Gamma)}\right),
$$

where $C$ depends only on $\Omega$. This implies that $v_{m}$ is weakly precompact in $L^{2}(\Omega)$ and in $L^{1}(\Omega)$. Then, using (2.6) we deduce that $v_{m}$ is precompact in $L^{1}(\Omega)$.

Now, let $f \in L^{1}(\Omega)$ and $g \in L^{1}(\Gamma)$. We consider $f_{\varepsilon} \in L^{2}(\Omega)$ and $g_{\varepsilon} \in L^{2}(\Gamma)$ such that $f_{\varepsilon} \rightarrow f$ in $L^{1}(\Omega)$ and $g_{\varepsilon} \rightarrow g$ in $L^{1}(\Gamma)$, as $\varepsilon \rightarrow 0$. Using the first step of the proof, we denote by $v_{m \varepsilon}$ the corresponding solution, which is compact in $L^{1}(\Omega)$. Using (2.4) for $m \geq n \geq 1$, we have

$$
\begin{aligned}
\left\|v_{n}-v_{m}\right\|_{1} & \leq\left\|v_{n}-v_{n \varepsilon}\right\|_{1}+\left\|v_{m}-v_{m \varepsilon}\right\|_{1}+\left\|v_{n \varepsilon}-v_{m \varepsilon}\right\|_{1} \\
& \leq 2\left\{\left\|f-f_{\varepsilon}\right\|_{1}+\left\|g-g_{\varepsilon}\right\|_{1}\right\}+\left\|v_{n \varepsilon}-v_{m \varepsilon}\right\|_{1} .
\end{aligned}
$$

So,

$$
\limsup _{n \rightarrow \infty}\left\|v_{n}-v_{m}\right\|_{1} \leq 2\left\{\left\|f-f_{\varepsilon}\right\|_{1}+\left\|g-g_{\varepsilon}\right\|_{1}\right\} \quad \rightarrow 0, \text { as } \varepsilon \rightarrow 0
$$

then $v_{m}$ is precompact in $L^{1}(\Omega)$.
Proof of Proposition 1. If

$$
\left|f f+\frac{1}{|\Omega|} \int_{\Gamma} g\right|<1
$$

then using Lemma 1, part 1) of the proposition follows exactly in the same way as in Theorem B in [5].

Let us prove part 2). Due to (2.4), it is enough to prove it for $f \in L^{2}(\Omega)$, $g \in L^{2}(\Gamma)$ and $\left|f f+\frac{1}{|\Omega|} \int_{\Gamma} g\right|>1$. We may assume without lost of generality that $f f+\frac{1}{|\Omega|} \int_{\Gamma} g>1$.

According to [5], we have

$$
\begin{equation*}
\left\{\left(v_{m}\right)^{m}-C_{m}\right\}_{m \geq 1} \text { is bounded in } W^{1,1}(\Omega) \tag{2.7}
\end{equation*}
$$

where $C_{m}=f\left(v_{m}\right)^{m}$. Using Lemma 1, there exists $m_{k} \rightarrow \infty$ such that $v_{k}:=v_{m_{k}} \rightarrow v$ in $L^{1}(\Omega)$, and using (2.7) we have $\tilde{w}_{k}:=\left(v_{m_{k}}\right)^{m_{k}}-C_{m_{k}} \rightharpoonup \tilde{w}_{\infty}$ in $W^{1,1}(\Omega)$ and almost everywhere on $\Omega$. Then, using Jensen's inequality and the fact that $f v_{k}=f f+\frac{1}{|\Omega|} \int_{\Gamma} g>1$, we have

$$
f\left(v_{k}^{+}\right)^{m_{k}} \geq\left(f v_{k}^{+}\right)^{m_{k}} \geq\left(f f+\frac{1}{|\Omega|} \int_{\Gamma} g\right)^{m_{k}} \rightarrow \infty
$$

since

$$
C_{m_{k}} \frac{\left|\left\{v_{k}>0\right\}\right|}{|\Omega|} \geq f\left(v_{k}^{+}\right)^{m_{k}}-f\left|\tilde{w}_{k}\right|
$$

we deduce $C_{m_{k}} \rightarrow \infty$. Then $\frac{\tilde{w}_{k}}{C_{m_{k}}} \rightarrow 0$ almost everywhere and

$$
\left(\frac{v_{k}}{C_{m_{k}}}\right)^{\frac{1}{m_{k}}}=\left(1+\frac{\tilde{w}_{k}}{C_{m_{k}}}\right)^{\frac{1}{m_{k}}} \rightarrow 1 \text { a.e. }
$$

so that $v=\lim _{m_{k} \rightarrow \infty}\left(C_{m_{k}}\right)^{\frac{1}{m_{k}}}$ is constant almost everywhere on $\Omega$ and equal to $f v=f f+\frac{1}{|\Omega|} \int_{\Gamma} g$.

These results may be stated in terms of operators in $L^{1}(\Omega)$. For $m \geq 1$ and $g \in L^{1}(\Gamma)$, let $A_{m}^{g}$ be the operator defined in $L^{1}(\Omega)$, by

$$
\begin{equation*}
A_{m}^{g} v=-\Delta|v|^{m-1} v \tag{2.8}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mathcal{D}\left(A_{m}\right)=\left\{v \in L^{1}(\Omega) ; w:=|v|^{m-1} v \in W^{1,1}(\Omega), \Delta w \in L^{1}(\Omega)\right. \\
&\text { and } \left.\int_{\Omega}(D w \cdot D \xi+\Delta w \xi)=\int_{\Gamma} g \xi, \quad \forall \xi \in \mathcal{C}^{1}(\bar{\Omega})\right\} .
\end{aligned}
$$

Then $A_{m}^{g}$ is m-accretive in $L^{1}(\Omega)$ and $A_{m}^{g} \rightarrow A^{g}$ in the graph sense, where $A^{g}$ is the multivalued m-accretive operator in $L^{1}(\Omega)$ defined by

$$
z \in A^{g} v \Leftrightarrow\left\{\begin{array}{l}
v, z \in L^{1}(\Omega), f z=\frac{1}{|\Omega|} \int_{\Gamma} g \text { and }  \tag{2.9}\\
\text { either } v=\mu \text { a.e. on } \Omega \text { with } \mu \in \mathbb{R},|\mu| \geq 1 \\
\text { or there exists } w \in W^{1,1}(\Omega) \text { such that } \\
v \in \operatorname{sign}(w) \text { a.e. on } \Omega \text { and } \\
\int_{\Omega} D w \cdot D \xi=\int_{\Omega} z \xi+\int_{\Gamma} g \xi \quad \forall \xi \in \mathcal{C}^{1}(\bar{\Omega}) .
\end{array}\right.
$$

Indeed, $A^{g}$ being defined as above, for $f \in L^{1}(\Omega)$, we have
$v+A^{g} v \ni f \Leftrightarrow\left\{\begin{array}{l}v \in L^{1}(\Omega) f v=f f+\frac{1}{|\Omega|} \int_{\Gamma} g \text { and } \\ \text { either } v=\mu \text { a.e. on } \Omega \text { with } \mu \in \mathbb{R},|\mu| \geq 1 \text { or } \\ \text { there exists } w \text { such that }(v, w) \text { is the solution of (2.9), }\end{array}\right.$
so that according to Proposition 1, there exists a unique solution $v$ of $v+$ $A^{g} v \ni f$ and

$$
v=\lim _{m \rightarrow \infty}\left(I+A_{m}^{g}\right)^{-1} f
$$

Corollary 1. Let $f \in L^{1}(\Omega), g \in L^{1}(\Gamma)$ and consider $f_{m} \in L^{1}(\Omega), g_{m} \in$ $L^{1}(\Gamma)$ such that, as $m \rightarrow \infty$,

$$
g_{m} \rightarrow g \quad \text { in } L^{1}(\Gamma) \text { and } f_{m} \rightarrow f \quad \text { in } L^{1}(\Omega)
$$

Then

$$
\left(I+A_{m}^{g_{m}}\right)^{-1} f_{m} \rightarrow\left(I+A^{g}\right)^{-1} f \quad \text { in } L^{1}(\Omega), \text { as } m \rightarrow \infty
$$

Proof. Using (2.4), we have

$$
\begin{aligned}
& \left\|\left(I+A_{m}^{g_{m}}\right)^{-1} f_{m}-\left(I+A^{g}\right)^{-1} f\right\|_{1} \\
& \leq\left\|\left(I+A_{m}^{g_{m}}\right)^{-1} f_{m}-\left(I+A_{m}^{g}\right)^{-1} f\right\|_{1}+\left\|\left(I+A_{m}^{g}\right)^{-1} f-\left(I+A^{g}\right)^{-1} f\right\|_{1}
\end{aligned}
$$

$$
\leq \int_{\Gamma}\left|g_{m}-g\right|+\int_{\Omega}\left|f_{m}-f\right|+\left\|\left(I+A_{m}^{g}\right)^{-1} u_{0}-\left(I+A^{g}\right)^{-1} u_{0}\right\|_{1} .
$$

Then, using the Proposition 1, the result of the corollary follows.
Proposition 2. For any $g \in L^{1}(\Gamma), \overline{\mathcal{D}\left(A^{g}\right)}=D_{1} \cup D_{2}=: D$, where $D_{1}=$ $\left\{u \in L^{\infty}(\Omega):|u| \leq 1\right\}, D_{2}=\{u \equiv \mu: \mu \in \mathbb{R},|\mu| \geq 1\}$ and $\overline{\mathcal{D}\left(A^{g}\right)}$ denote the closure in $L^{1}(\Omega)$ of the domain of $A^{g}$.
Proof. By the definition of $A^{g}$ it is clear that $\overline{\mathcal{D}\left(A^{g}\right)} \subseteq D$ and $D_{2} \subset \overline{\mathcal{D}\left(A^{g}\right)}$. Now we prove that $D_{1} \subseteq \overline{\mathcal{D}\left(A^{g}\right)}$. For this aim let $u \in D_{1}$ and consider $u_{\varepsilon}$ a sequence of $D_{1}$, such that $\left|f u_{\varepsilon}+\frac{\varepsilon}{|\Omega|} \int_{\Gamma} g\right| \leq 1$ for all $\varepsilon>0$ and $u_{\varepsilon} \rightarrow u$ in $L^{1}(\Omega)$, as $\varepsilon \rightarrow 0$. Using Proposition $1, u_{\varepsilon} \in R\left(I+\varepsilon A^{g}\right)$ and $\left(I+\varepsilon A^{g}\right)^{-1} u_{\varepsilon} \in$ $\mathcal{D}\left(A^{g}\right)$, for all $\varepsilon>0$.

Next, we show that

$$
\begin{equation*}
\left(I+\varepsilon A^{g}\right)^{-1} u_{\varepsilon} \rightarrow u \quad \text { in } L^{1}(\Omega) \text { as } \varepsilon \rightarrow 0, \tag{2.10}
\end{equation*}
$$

which concludes the proof. Since $\operatorname{sign}(\varepsilon r)=\operatorname{sign}(r)$ for all $\varepsilon>0$ and $r \in \mathbb{R}$, $\left(I+\varepsilon A^{g}\right)^{-1} u_{\varepsilon}=\left(I+A^{\varepsilon g}\right)^{-1} u_{\varepsilon}$, and using Corollary 1, we have

$$
\left(I+\varepsilon A^{g}\right)^{-1} u_{\varepsilon} \rightarrow\left(I+A^{0}\right)^{-1} u \quad \text { in } L^{1}(\Omega) \text { as } \varepsilon \rightarrow 0
$$

As $\|u\|_{\infty} \leq 1$ then $\left(I+A^{0}\right)^{-1} u=u$ so that (2.10) follows.
Now if $u_{0} \in L^{1}(\Omega)$ and $g \in L^{1}(\Gamma)$ are given, by the general theory of evolution equations (see [1], [4], [9]), for any $m \geq 1$ there exists a unique mild solution $u_{m} \in \mathcal{C}\left([0, \infty) ; L^{1}(\Omega)\right)$ of

$$
\begin{equation*}
\frac{d u_{m}}{d t}+A_{m}^{g} u_{m} \ni 0 \text { on }(0, \infty) \quad u_{m}(0)=u_{0} \tag{2.11}
\end{equation*}
$$

which is given by the exponential formula

$$
u_{m}(t)=e^{-t A_{m}^{g}} u_{0}=\lim _{n \rightarrow \infty}\left(I+\frac{t}{n} A_{m}^{g}\right)^{-n} u_{0} .
$$

Using the Brezis-Pazy theorem, for regular perturbations of a nonlinear semigroup, and the Proposition 1, we have

Corollary 2. Assume that $u_{0} \in D$. If for $m \geq 1, g_{m} \in L^{1}(\Gamma)$ and $u_{0 m} \in$ $L^{1}(\Omega)$ are such that $g_{m} \rightarrow g$ in $L^{1}(\Gamma)$ and $u_{0 m} \rightarrow u_{0}$ in $L^{1}(\Omega)$, as $m \rightarrow \infty$, then

$$
e^{-t A_{m}^{g}} u_{0 m} \rightarrow e^{-t A^{g_{m}}} u_{0} \quad \text { in } \mathcal{C}\left([0, \infty) ; L^{1}(\Omega)\right) \text {, as } m \rightarrow \infty .
$$

## 3. The generalized Hele-Shaw problem

The aim of this section is the study, using nonlinear semigroup theory, of the existence and uniqueness of a weak solution to the two-phase Hele-Shaw problem (1.3) with a natural initial datum $\chi_{0} \in D_{1}$.
Theorem 1. Let $\chi_{0} \in D_{1}, g \in L^{2}(\Gamma)$,

$$
\begin{equation*}
\mu(t)=f \chi_{0}+\frac{t}{|\Omega|} \int_{\Gamma} g, \quad \text { for any } t \geq 0 \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
T=\max \{t>0:|\mu(t)| \leq 1\} \tag{3.2}
\end{equation*}
$$

If $T>0$, then there exists a unique solution $u$ of the generalized Hele-Shaw problem in the following sense:

$$
\left\{\begin{array}{l}
u \in L^{\infty}\left(Q_{T}\right), \exists w \in L^{2}\left(0, T ; H^{1}(\Omega)\right), u \in \operatorname{sign}(w) \text { a.e. } Q_{T}  \tag{3.3}\\
\text { and } \iint_{t} \xi_{t} u+\int \xi(0, \cdot) \chi_{0}=\iint D w \cdot D \xi+\iint_{\Gamma} g \xi \\
\forall \xi \in H^{1}\left(Q_{T}\right), \xi(T, \cdot) \equiv 0
\end{array}\right.
$$

where $Q_{T}=(0, T) \times \Omega$. Moreover, $u(t)=e^{-t A^{g}} \chi_{0}$, for any $t \in[0, T)$.
Remark 1. This theorem gives the existence and uniqueness of a weak solution $u$ to the generalized Hele-Shaw problem with initial data $\chi_{0} \in D_{1}$. Actually, if we assume that $g \geq 0$ and $\chi_{0} \geq 0$, then using (2.3) we have $u \geq 0$ so that $u$ is the unique weak solution of the one-phase Hele-Shaw problem. Note that there exist particular choices of negative $g$ and nonnegative $\chi_{0}$ such that the one-phase Hele-Shaw problem still has a solution (cf. [10]).
Remark 2. In the one-phase Hele-Shaw problem, $T$ as given above is the time when the physical model breaks down (cf. [11]).

In order to prove the theorem, we need the following lemmas:
Lemma 2. Let $f \in L^{2}(\Omega), g \in L^{2}(\Gamma)$ and $w \in H^{1}(\Omega)$ such that

$$
\int_{\Omega} D w \cdot D \xi=\int_{\Omega} f \xi+\int_{\Gamma} g \xi, \quad \forall \xi \in \mathcal{C}^{1}(\bar{\Omega}) .
$$

Then for all $\xi \in W^{2,1}(\Omega) \cap L^{\infty}(\Omega), \xi \geq 0$ and $\frac{\partial \xi}{\partial \eta}=0$ on $\Gamma$ we have

$$
\begin{equation*}
\int_{\Omega} w^{+}(-\Delta \xi) \leq \int_{[w>0]} f \xi+\int_{\Gamma \cap[w>0]} g \xi, \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} w^{-}(-\Delta \xi) \leq \int_{[w<0]}(-f) \xi+\int_{\Gamma \cap[w<0]}(-g) \xi \tag{3.5}
\end{equation*}
$$

Proof. Since $z=-w$ is the solution of

$$
\int_{\Omega} D z \cdot D \xi=\int_{\Omega}(-f) \xi+\int_{\Gamma}(-g) \xi, \quad \forall \xi \in \mathcal{C}^{1}(\bar{\Omega}),
$$

(3.5) is a consequence of (3.4).

Let us prove (3.4). We consider the sequence $j_{q}$ defined by

$$
j_{q}(r)=\left(r^{+}\right)^{\frac{1}{q}+1}, \quad \forall r \in \mathbb{R}
$$

where $q \in \mathbb{N}$ and $q \geq 1$. Then, $j_{q}(w) \in H^{1}(\Omega)$ and for all $\xi$ as in the lemma we have

$$
\begin{aligned}
& \int_{\Omega} j_{q}(w)(-\Delta \xi)=\int D j_{q}(w) \cdot D \xi=\int_{\Omega} j_{q}^{\prime}(w) D w \cdot D \xi \\
& =\int_{\Omega} D w \cdot D\left(\xi j_{q}^{\prime}(w)\right)-\int_{\Omega} \xi j_{q}^{\prime \prime}(w)|D w|^{2} \\
& =\int_{\Omega} f \xi j_{q}^{\prime}(w)+\int_{\Gamma} g \xi j_{q}^{\prime}(w)-\int \xi j_{q}^{\prime \prime}(w)|D w|^{2} \leq \int_{\Omega} f \xi j_{q}^{\prime}(w)+\int_{\Gamma} g \xi j_{q}^{\prime}(w) .
\end{aligned}
$$

This implies that, for all $q \geq 1$, we have

$$
\int_{\Omega}\left(w^{+}\right)^{\frac{1}{q}+1}(-\Delta \xi) \leq\left(\frac{1}{q}+1\left\{\int_{\Omega} f \xi\left(w^{+}\right)^{\frac{1}{q}}+\int_{\Gamma} g \xi\left(w^{+}\right)^{\frac{1}{q}}\right\} .\right.
$$

As $q \rightarrow \infty$, we obtain (3.4).
Lemma 3. Let $\varepsilon>0, u, \hat{u} \in L^{\infty}(\Omega), g \in L^{2}(\Gamma)$ and $w \in H^{1}(\Omega)$ such that $u \in \operatorname{sign}(w)$ almost everywhere in $\Omega,|\hat{u}| \leq 1$ and

$$
\int_{\Omega} D w \cdot D \xi=\int_{\Omega} \frac{u-\hat{u}}{\varepsilon}+\int_{\Gamma} g \xi, \quad \forall \xi \in \mathcal{C}^{1}(\bar{\Omega}), \forall \varepsilon>0
$$

If $|f u|<1$, then

$$
\|w\|_{L^{1}(\Omega)} \leq \frac{C}{1-|f u|}\|g\|_{L^{1}(\Gamma)}
$$

where $C$ is a constant depending only on $\Omega$.
Proof. First, applying Lemma 2, for any $\xi \in W^{2,1}(\Omega) \cap L^{\infty}(\Omega)$ with $\xi \geq 0$, $\frac{\partial \xi}{\partial n}=0$ on $\partial \Omega$, we have
$\int_{\Omega} w^{+}(-\Delta \xi) \leq \int_{\Gamma \cap[w>0]} \xi g-\int_{[w>0]} \frac{u-\hat{u}}{\varepsilon} \xi \leq \int_{\Gamma \cap[w>0]} \xi g \leq\|\xi\|_{L^{\infty}(\Omega)}\|g\|_{L^{1}(\Gamma)}$.

Let $\xi_{0}$ be the solution of

$$
\left\{\begin{array}{lll}
-\Delta \xi_{0}=u-f u & \text { in } & \Omega \\
\frac{\partial \xi_{0}}{\partial n}=0 & \text { on } & \partial \Omega \\
f \xi_{0}=0 & &
\end{array}\right.
$$

we have $\xi_{0} \in W^{2, p}(\Omega)$, for any $1<p<\infty$, and

$$
\left\|\xi_{0}\right\|_{L^{\infty}} \leq C\|u-f u\|_{L^{\infty}} \leq C
$$

where $C$ is a constant depending only on $\Omega$. Set $\xi=\xi_{0}+C$; we have $\xi \geq 0$ and

$$
\int_{\Omega} w^{+}(u-f u)=\int_{\Omega}|w|(-\Delta \xi) \leq 2 C\|g\|_{L^{1}(\Gamma)},
$$

and since $w^{+} u=w^{+}$almost everywhere in $\Omega$, we have

$$
\begin{equation*}
(1-f u) \int_{\Omega} w^{+} \leq 2 C\|g\|_{L^{1}(\Gamma)} \tag{3.6}
\end{equation*}
$$

Now, using (3.5), with $\xi_{1}$ the solution of

$$
\left\{\begin{array}{lll}
-\Delta \xi_{1}=-u+f u & \text { in } & \Omega \\
\frac{\partial \xi_{1}}{\partial n}=0 & \text { on } & \partial \Omega \\
f \xi_{1}=0, & &
\end{array}\right.
$$

and since $w^{-} u=-w^{-}$, we have

$$
\begin{equation*}
(1+f u) \int_{\Omega} w^{-} \leq 2 C\|g\|_{L^{1}(\Gamma)} \tag{3.7}
\end{equation*}
$$

From (3.6) and (3.7) we deduce that

$$
(1-|f u|) \int_{\Omega}|w| \leq 2 C\|g\|_{L^{1}(\Gamma)}
$$

which completes the proof.
Proof of Theorem 1. First we show that the mild solution is a solution of (3.3). By definition of a mild solution, $u(t)=L^{1}-\lim u_{\varepsilon}(t)$ uniformly for $t \in[0, T]$, where for $\varepsilon>0, u_{\varepsilon}$ is an $\varepsilon$-approximate solution corresponding to a subdivision $t_{0}=0<t_{1}<\cdots<t_{n-1}<T=t_{n}$ with $t_{i}-t_{i-1}<\varepsilon$, defined by $u_{\varepsilon}(0)=\chi_{0}, u_{\varepsilon}(t)=u_{i}$ for $t \in\left(t_{i-1}, t_{i}\right]$ where $u_{i} \in L^{1}(\Omega)$ satisfies

$$
\frac{u_{i}-u_{i-1}}{t_{i}-t_{i-1}}+A^{g} u_{i} \ni 0
$$

that is, there exists $w_{\varepsilon}$ defined by $w_{\varepsilon}(t)=w_{i}$ on $\left(t_{i-1}, t_{i}\right)$ where for all $i=1, \ldots, n$,

$$
\left\{\begin{array}{l}
w_{i} \in H^{1}(\Omega), u_{i} \in \operatorname{sign}\left(w_{i}\right) \text { a.e. } \Omega  \tag{3.8}\\
\int_{\Omega} D w_{i} \cdot D \xi=\int_{\Gamma} g \xi-\int \frac{u_{i}-u_{i-1}}{t_{i}-t_{i-1}} \xi, \forall \xi \in \mathcal{C}^{1}(\bar{\Omega})
\end{array}\right.
$$

Since $T>0$ and $u_{\varepsilon}(t) \rightarrow u(t)$ in $L^{1}(\Omega)$ as $\varepsilon \rightarrow 0$ uniformly for $t \in[0, T]$, for $\varepsilon>0$ small enough, one has $\left|f u_{i}\right| \leq \theta$ for $i=1, \ldots, n$ with $\theta<1$ independent of $\varepsilon$. Using Lemma 3,

$$
\begin{equation*}
\left|f w_{i}\right| \leq C_{1}\|g\|_{L^{1}(\Gamma)} \quad \text { for } i=1, \ldots, n \tag{3.9}
\end{equation*}
$$

with $C_{1}$ independent of $\varepsilon$.
By density we can replace in (3.8) $\xi$ by $w_{i}$; we get

$$
\int_{\Omega}\left|D w_{i}\right|^{2}=\int_{\Gamma} g w_{i}-\int_{\Omega} \frac{\left|w_{i}\right|-w_{i} u_{i-1}}{t_{i}-t_{i-1}} \leq\left\|w_{i}\right\|_{L^{2}(\Gamma)}\|g\|_{L^{2}(\Gamma)}
$$

and then, by the Poincaré inequality, using (3.9),

$$
\begin{equation*}
\left\|D w_{i}\right\|_{L^{2}(\Omega)} \leq C_{2}\|g\|_{L^{2}(\Gamma)} \tag{3.10}
\end{equation*}
$$

with $C_{2}$ independent of $\varepsilon$.
It follows from (3.9) and (3.10) that $w_{\varepsilon}$ is bounded in $L^{\infty}\left(0, T ; H^{1}(\Omega)\right)$ as $\varepsilon \rightarrow 0$. Let $\varepsilon_{k} \rightarrow 0$ such that $w_{\varepsilon_{k}} \rightharpoonup w$ in $L^{2}\left(0, T ; H^{1}(\Omega)\right)$. On the other hand, since $u_{\varepsilon} \rightarrow u$ in $L^{1}(Q)$ and $u_{\varepsilon} \in \operatorname{sign}\left(w_{\varepsilon}\right)$ almost everywhere on $Q$, at the limit $u \in \operatorname{sign}(w)$ almost everywhere on $Q$.

Finally, let $\tilde{u}_{\varepsilon}$ be the function from $[0, T]$ into $L^{1}(\Omega)$ defined by $\tilde{u}_{\varepsilon}\left(t_{i}\right)=u_{i}$ and suppose $\tilde{u}_{\varepsilon}$ is linear in $\left[t_{i-1}, t_{i}\right]$; for $\xi \in H^{1}(\bar{Q})$ with $\xi(T, \cdot) \equiv 0$

$$
\int_{0}^{T} \int_{\Omega} \tilde{u}_{\varepsilon} \xi_{t}+\int_{\Omega} \chi_{0} \xi(0, \cdot)=\int_{0}^{T} \int_{\Omega} D w_{\varepsilon} \cdot D \xi+\int_{0}^{T} \int_{\Gamma} w_{\varepsilon} g
$$

Passing to the limit we conclude that $u$ is a solution of (3.3).
To complete the proof, we have to show the uniqueness of the solution to (3.3). If $\left(u_{1}, w_{1}\right)$ and $\left(u_{2}, w_{2}\right)$ satisfy (3.3), then

$$
\int_{0}^{T} \int_{\Omega}\left(u_{1}-u_{2}\right) \xi_{t}+D\left(w_{1}-w_{2}\right) \cdot D \xi=0
$$

for all $\xi \in \mathcal{C}^{1}(\bar{Q})$ with $\xi(T, \cdot) \equiv 0$ with $u_{1} \in \operatorname{sign}\left(w_{1}\right)$ and $u_{1} \in \operatorname{sign}\left(w_{1}\right)$ almost everywhere on $Q$. So, applying Lemma A in the appendix of [6] with $H=L^{2}(\Omega), V=H^{1}(\Omega), a(u, v)=\int D u D v, u=u_{1}-u_{2}$ and $v=w_{1}-w_{2}$, the uniqueness follows.

Remark 3. In the proof of Theorem 1, we see that the main difficulty in considering the Neumann boundary condition remains in the control of the $H^{1}$-norm of $w_{\epsilon}$ with the $L^{2}$-norm of $D w_{\epsilon}$ in $\Omega$. This is obvious if one prescribed Dirichlet boundary condition in some part of $\Gamma$, by using the Poincaré inequality; otherwise, we need to control the average of of $w_{\varepsilon}$ in $\Omega$; this is the aim of Lemma 3.

## 4. The limit as $m \rightarrow \infty$

Now, let $g \in L^{2}(\Omega,) u_{0} \in L^{2}(\Omega)$ and consider the porous-medium equation (1.1). First, we state the following existence and uniqueness result of a weak solution:

Proposition 3. For any $m \geq 1$, there exists a unique $u_{m}$, a solution of (1.1) in the sense of

$$
\left\{\begin{array}{l}
u_{m} \in L^{2}(Q), w_{m}:=\left|u_{m}\right|^{m-1} u_{m} \in L_{l o c}^{2}\left(0, \infty ; H^{1}(\Omega)\right)  \tag{4.1}\\
\int_{0}^{\infty} \int_{\Omega} \xi_{t} u_{m}+\int_{\Omega} \xi(0, \cdot) u_{0}=\int_{0}^{\infty} \int_{\Omega} D w_{m} \cdot D \xi+\int_{0}^{\infty} \int_{\Gamma} \xi g \\
\forall \xi \in \mathcal{C}^{1}([0, \infty) \times \bar{\Omega}) \text { compactly supported. }
\end{array}\right.
$$

Moreover, $u_{m}(t)=e^{-t A_{m}^{g}} u_{0}$, for any $t \geq 0$.
And, as $m \rightarrow \infty$, we have

## Theorem 2. Set

$$
\mu(t)=f u_{0}+\frac{t}{|\Omega|} \int_{\Gamma} g \quad \text { for } t \geq 0, \quad I=\{t \geq 0:|\mu(t)| \leq 1\}:=[a, b]
$$

with $a=b=+\infty$ if $I=\emptyset$, and let $u_{m}$ be the solution of (4.1).
There exists $u \in \mathcal{C}\left([0, \infty) ; L^{1}(\Omega)\right)$ such that

$$
\begin{equation*}
u_{m} \rightarrow u \quad \text { in } \mathcal{C}\left((0, \infty) ; L^{1}(\Omega)\right), \text { as } m \rightarrow \infty . \tag{4.2}
\end{equation*}
$$

If $u_{0} \geq 0$, then $u$ is the unique solution of the following problem:

$$
\left\{\begin{array}{l}
\text { i) } u \in \mathcal{C}\left([0, \infty) ; L^{1}(\Omega)\right), u(0)=\underline{u}_{0},  \tag{4.3}\\
\text { ii) } u(t) \equiv \mu(t) \text { a.e. on } \Omega \text { for any } t \in(0, a] \cup[b, \infty) \\
\text { iii) } \exists w \in L_{l o c}^{2}\left(a, b ; H^{1}(\Omega)\right) \text { such that } u \in \operatorname{sign}(w) \text { a.e. on } \Omega \\
\quad \text { and } \int_{a}^{b} \int_{\Omega} \xi_{t} u-D w \cdot D \xi=\int_{a}^{b} \int_{\Gamma} \xi g, \forall \xi \in \mathcal{C}^{1}((a, b) \times \bar{\Omega}), \\
\quad \text { compactly supported }
\end{array}\right.
$$

where $\underline{u}_{0}$ is given by (1.4).

In order to prove Proposition 3, we need the following result:
Lemma 4. For any $m>0$, there exists a constant $C$ depending on $m, \Omega$ and $N$, such that

$$
\left\|u^{m}\right\|_{L^{2}(\Omega)} \leq C\left\{\|u\|_{L^{1}(\Omega)}^{m}+\left\|D u^{m}\right\|_{L^{2}(\Omega)}\right\}
$$

for any $u \in L^{1}(\Omega)$ such that $u^{m}:=|u|^{m-1} u \in H^{1}(\Omega)$.
Proof. Let $u \in L^{1}(\Omega)$ such that $u^{m}:=|u|^{m-1} u \in H^{1}(\Omega)$ for $m>0$ fixed. Using Lemma A. 16 of [3], we have

$$
\left\|u^{m}\right\|_{L^{2}(\Omega)} \leq \lambda^{m}|\Omega|^{\frac{1}{2}}+K\left\{\left(\frac{|\Omega|}{|[|u|<\lambda]|}\right)^{\frac{1}{2}}+1\right\}\left\|D u^{m}\right\|_{L^{2}(\Omega)}
$$

for all $\lambda>0$. On the other hand, we see that

$$
|[|u|<\lambda]|=|\Omega|-|[|u| \geq \lambda]| \geq|\Omega|-\frac{1}{\lambda}\|u\|_{L^{1}(\Omega)},
$$

so that

$$
\|w\|_{L^{2}(\Omega)} \leq \lambda^{m}|\Omega|^{\frac{1}{2}}+K\left\{\left(\frac{\lambda|\Omega|}{\lambda|\Omega|-\|u\|_{L^{1}(\Omega)}}\right)^{\frac{1}{2}}+1\right\}\left\|D u^{m}\right\|_{L^{2}(\Omega)}
$$

for all $\lambda>\frac{1}{|\Omega|}\|u\|_{L^{1}(\Omega)}$. Choosing, for instance, $\lambda=\frac{2}{|\Omega|}\|u\|_{L^{1}(\Omega)}$, the result follows.
Proof of Proposition 3. To show the uniqueness of a solution $u$ of (4.1), we apply Lemma A in the appendix of [6] in the same way as in the proof of Proposition 2.

To prove that the mild solution $u=u_{m}$ satisfies (4.1), we consider, as in the proof of Proposition 2, an $\varepsilon$-approximate solution $u_{\varepsilon}$ corresponding to a subdivision $t_{0}<t_{1}<\cdots<t_{n-1}<T \leq t_{n}$. We have $u_{\varepsilon}(t)=u_{i}$ on $\left(t_{i-1}, t_{i}\right]$ with $u_{i} \in L^{2}(\Omega), w_{i}:=\left|u_{i}\right|^{m-1} u_{i} \in H^{1}(\Omega)$ and

$$
\begin{equation*}
\int_{\Omega} D w_{i} \cdot D \xi=\int_{\Gamma} g \xi-\int \frac{u_{i}-u_{i-1}}{t_{i}-t_{i-1}} \xi, \forall \xi \in \mathcal{C}^{1}(\bar{\Omega}) \tag{4.4}
\end{equation*}
$$

It follows that

$$
\left\|u_{i}\right\|_{L^{1}(\Omega)} \leq\left\|u_{0}\right\|_{L^{1}(\Omega)}+i \varepsilon \int_{\Gamma}|g|
$$

so that

$$
\begin{equation*}
\left\|u_{\varepsilon}(t)\right\|_{L^{1}(\Omega)} \leq M_{1}:=\left\|u_{0}\right\|_{1}+T \int_{\Gamma}|g|, \quad \forall t \in[0, T] \tag{4.5}
\end{equation*}
$$

and, using Lemma 4 and (4.5), we have

$$
\begin{equation*}
\left\|w_{i}\right\|_{H^{1}(\Omega)} \leq C\left(1+\left\|D w_{i}\right\|_{L^{2}(\Omega)}\right) \tag{4.6}
\end{equation*}
$$

with $C$ independent of $\varepsilon$. Now, replacing $\xi$ by $w_{i}$ in (4.4), we get

$$
\begin{aligned}
\frac{1}{m+1} \int_{\Omega}\left|u_{i}\right|^{m+1} & +\varepsilon \int_{\Omega}\left|D w_{i}\right|^{2} \leq \varepsilon \int_{\Gamma} g w_{i}+\frac{1}{m+1} \int_{\Omega}\left|u_{i-1}\right|^{m-1} \\
& \leq \varepsilon\|g\|_{L^{2}(\Gamma)}\left\|w_{i}\right\|_{H^{1}(\Omega)}+\frac{1}{m+1} \int_{\Omega}\left|u_{i-1}\right|^{m+1}
\end{aligned}
$$

This implies that

$$
\begin{aligned}
& \frac{1}{m+1} \int_{\Omega}\left|u_{i}\right|^{m+1}+\varepsilon \int_{\Omega}\left|D w_{i}\right|^{2} \\
& \leq \frac{1}{m+1} \int_{\Omega}\left|u_{i-1}\right|^{m+1}+\varepsilon C\|g\|_{L^{2}(\Gamma)}\left(1+\left\|D w_{i}\right\|_{L^{2}(\Omega)}\right)
\end{aligned}
$$

so that $w_{\varepsilon}:=\left|u_{\varepsilon}\right|^{m-1} u_{\varepsilon}$ satisfies

$$
\begin{aligned}
& \frac{1}{m+1} \int\left|u_{\varepsilon}\right|^{m+1}+\int_{0}^{T} \int_{\Omega}\left|D w_{\varepsilon}\right|^{2} \\
& \leq \frac{1}{m+1} \int\left|u_{0}\right|^{m+1}+T C\|g\|_{L^{2}(\Gamma)}+\left(\int_{0}^{T} \int_{\Omega}\left|D w_{\varepsilon}\right|^{2}\right)^{1 / 2} .
\end{aligned}
$$

This implies that $D w_{\varepsilon}$ is bounded in $L^{2}(Q)$; then (4.6) implies that $w_{\varepsilon}$ is bounded in $L^{2}\left(0, T ; H^{1}(\Omega)\right)$, and there exists a subsequence that we denote again by $\varepsilon$ such that, as $\varepsilon \rightarrow 0$,

$$
w_{\varepsilon} \rightarrow|u|^{m-1} u \quad \text { weakly in } L^{2}\left(0, T ; H^{1}(\Omega)\right) .
$$

At last, let $\tilde{u}_{\varepsilon}$ be the function from $\left[0, t_{n}\right]$ into $L^{1}(\Omega)$ defined by $\tilde{u}_{\varepsilon}\left(t_{i}\right)=u_{i}$, where $\tilde{u}_{\varepsilon}$ is linear in $\left[t_{i-1}, t_{i}\right]$; for $\xi \in W^{1,1}\left(0, T ; L^{1}(\Omega)\right) \cap L^{2}\left(0, T ; H^{1}(\Omega)\right)$ with $\xi(T, \cdot) \equiv 0$

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \tilde{u}_{\varepsilon} \xi_{t}+\int_{\Omega} u_{0} \xi(0, \cdot)=\int_{0}^{T} \int_{\Omega} D w_{\varepsilon} \cdot D \xi+\int_{0}^{T} \int_{\Gamma} g \xi . \tag{4.7}
\end{equation*}
$$

Passing to the limit in (4.7), we get that $u$ is a solution of (4.1), which ends the proof of the proposition.
Proof of Theorem 2. First, we prove the uniqueness of a solution $u$ of (4.3). By definition, a solution $u(t)$ of (4.3) is perfectly defined on $[0, a] \cup[b, \infty)$. On the other hand, applying Theorem 1, for $a<\alpha<\beta<b$, we find $u=u_{\alpha}$ on $(\alpha, \beta) \times \Omega$, where $u_{\alpha}$ is the mild solution of

$$
\left\{\begin{array}{l}
\frac{d u_{\alpha}}{d t}+A^{g} u_{\alpha} \ni 0 \text { on }(\alpha, \beta) \\
u_{\alpha}(\alpha)=u(\alpha) .
\end{array}\right.
$$

Then, if $u_{1}$ and $u_{2}$ are two solutions of (4.3), by the contraction property of mild solutions, we obtain

$$
\left\|u_{1}(t)-u_{2}(t)\right\|_{L^{1}} \leq\left\|u_{1}(\alpha)-u_{2}(\alpha)\right\|_{L^{1}}, \quad \forall a<\alpha \leq t<b .
$$

Since $u_{1}(\alpha)-u_{2}(\alpha) \rightarrow 0$ in $L^{1}(\Omega)$ as $\alpha \rightarrow a$, we conclude $u_{1}=u_{2}$ on $(a, b) \times \Omega$.

For the existence of a solution to (4.3), let $u(t)=e^{-t A^{g}} \underline{u}_{0}$, for $t \geq 0$. By assumption, $u$ satisfies (4.3-i). Being a mild solution it is clear that $u(t) \in D$, for any $t \geq 0$ and $f u(t)=\mu(t)$; then $u$ satisfies (4.3-ii). At last, by Theorem 1, $u$ satisfies (4.3-iii).

Now, as the solution of (4.1) (respectively (4.3)) is given by $u_{m}(t)=$ $e^{-t A^{g}} u_{0}$ (respectively $u(t)=e^{-t A^{g}} \underline{u}_{0}$ ), the convergence result (4.2) follows from the following lemma, which is based on an idea of [7] (see also [15]), and this ends the proof of the theorem.

Lemma 5. Let $u_{0} \in L^{1}(\Omega), u_{0} \geq 0$ and $g \in L^{1}(\Gamma)$. As $m \rightarrow \infty$, we have

$$
\begin{equation*}
e^{-t A_{m}^{g}} u_{0} \rightarrow e^{-t A^{g}} \underline{u}_{0} \text { in } \mathcal{C}\left((0, \infty) ; L^{1}(\Omega)\right) \tag{4.8}
\end{equation*}
$$

where $\underline{u}_{0}$ is given by (1.4).
Proof. Let $0<\delta \leq t_{1}<t_{2}<\infty$. For all $t \in\left[t_{1}, t_{2}\right]$, we have

$$
\begin{aligned}
& \left\|e^{-t A_{m}^{g}} u_{0}-e^{-t A^{g}} \underline{u}_{0}\right\|_{1} \leq\left\|e^{-t A_{m}^{g}} u_{0}-e^{-(t-\delta) A_{m}^{g}} e^{-\delta A_{m}^{0}} u_{0}\right\|_{1} \\
& \quad+\left\|e^{-(t-\delta) A_{m}^{g}} e^{-\delta A_{m}^{0}} u_{0}-e^{-(t-\delta) A^{g}} \underline{u}_{0}\right\|_{1}+\left\|e^{-(t-\delta) A^{g}} \underline{u}_{0}-e^{-t A^{g}} \underline{u}_{0}\right\|_{1} .
\end{aligned}
$$

Using the $L^{1}$ contraction property of the operators $A_{m}^{g}$ and $A^{g}$, we have

$$
\begin{aligned}
& \left\|e^{-t A_{m}^{g}} u_{0}-e^{-t A^{g}} \underline{u}_{0}\right\|_{1} \leq\left\|e^{-\delta A_{m}^{g}} u_{0}-e^{-\delta A_{m}^{0}} u_{0}\right\|_{1} \\
& \quad+\left\|e^{-(t-\delta) A_{m}^{g}} e^{-\delta A_{m}^{0}} u_{0}-e^{-(t-\delta) A^{g}} \underline{u}_{0}\right\|_{1}+\left\|\underline{u}_{0}-e^{-\delta A^{g}} \underline{u}_{0}\right\|_{1} .
\end{aligned}
$$

And, since

$$
\begin{gathered}
\left\|\left(I+\lambda A_{m}^{g}\right)^{-1} u_{0}-\left(I+\lambda A_{m}^{0}\right)^{-1} u_{0}\right\|_{1} \leq \lambda \int_{\Gamma}|g|, \quad \forall \lambda>0 \\
\left\|e^{-\delta A_{m}^{g}} u_{0}-e^{-\delta A_{m}^{0}} u_{0}\right\|_{1} \leq \delta \int_{\Gamma}|g|
\end{gathered}
$$

and

$$
\begin{gather*}
\left\|e^{-t A_{m}^{g}} u_{0}-e^{-t A^{g}} \underline{u}_{0}\right\|_{1} \leq \\
\delta \int_{\Gamma} g+\left\|e^{-(t-\delta) A_{m}^{g}} e^{-\delta A_{m}^{0}} u_{0}-e^{-(t-\delta) A_{\infty}^{g}} \underline{u}_{0}\right\|_{1}  \tag{4.9}\\
+\left\|\underline{u}_{0}-e^{-\delta A_{\infty}^{g}} \underline{u}_{0}\right\|_{1} .
\end{gather*}
$$

Recall that, as $m \rightarrow \infty$ (cf. [2]),

$$
e^{-\delta A_{m}^{0}} u_{0} \rightarrow \underline{u}_{0} \quad \text { in } L^{1}(\Omega)
$$

and $\underline{u}_{0} \in D$; then, using the Corollary 2 , we have

$$
\begin{equation*}
\sup _{t \in\left[t_{1}, t_{2}\right]}\left\|e^{-(t-\delta) A_{m}^{g}} e^{-\delta A_{m}^{0}} u_{0}-e^{-(t-\delta) A_{\infty}^{g}} \underline{u}_{0}\right\|_{1} \rightarrow 0 \tag{4.10}
\end{equation*}
$$

and (4.9) implies

$$
\lim _{m \rightarrow \infty} \sup _{t \in\left[t_{1}, t_{2}\right]}\left\|e^{-t A_{m}^{g}} u_{0}-e^{-t A_{\infty}^{g}} \underline{u}_{0}\right\|_{1} \leq \delta \int_{\Gamma} g+\left\|\underline{u}_{0}-e^{-\delta A_{\infty}^{g}} \underline{u}_{0}\right\|_{1} \quad \forall \delta>0
$$

At last, let $\delta \rightarrow 0$; then the result follows.
Acknowledgments. This work was partially supported by the Fundaçáo para a Ciência e Tecnologia, through the CMAF/Universidade de Lisboa. The author wishes to thank M. Korten, Ph. Bénilan and J.F. Rodrigues for simulating discussions on this subject.

## References

[1] Ph. Bénilan, "Équation d'évolution dans un espace de Banach quelconque et applications," thesis, Orsay, 1972.
[2] Ph. Bénilan, L. Boccardo, and M. Herrero, On the limit of solution of $u_{t}=\Delta u^{m}$ as $m \rightarrow \infty$, in M. Bertch et. al., editors, "Some Topics in Nonlinaer PDE's," Torino, 1989 (proceedings of an int. conf.).
[3] Ph. Benilan, H. Brezis, and M.G. Crandall, A semilinear equation in $L^{1}$, Ann. Scuola. Norm. Sup. Pisa., 2 (1975), 523-555.
[4] Ph. Bénilan, M.G. Crandall, and A. Pazy, "Evolution equation governed by accretive operators," book, to appear.
[5] Ph. Bénilan, M.G. Crandall, and P. Sacks, Some $L^{1}$ existence and dependence result for semilinear elliptic equation under nonlinear boundary conditions, Appl. Math. Optim., 17 (1988), 203-224.
[6] Ph. Bénilan and N. Igbida, The mesa problem for Neumann boundary value problem, J. Func. Anal., to appear.
[7] Ph. Bénilan and N. Igbida, Singular limit for perturbed nonlinear semigroup, Comm. Applied Nonlinear Anal., 3 (1996), 23-42.
[8] H. Brezis and W. Strauss, Semilinear elliptic equations in $L^{1}$, J. Math. Soc. Japan, 25 (1973), 565-590.
[9] M.G. Crandall, An introduction to evolution governed by accretive operators, in J. Hale, J. LaSalle, and L. Cesari, editors, "Dynamical Systems-An Internationnal Symposium," 131-165, Academic Press, New York, 1976.
[10] E. Dibenedetto and A. Friedman, The ill-posed Hele-Shaw model and the Stefan problem for supercooled water, Trans. Amer. Math. Soc., 282 (1984), 183-204.
[11] C.M. Elliot and V. Janovský, A variational inequality approach to the Hele-Shaw flow with a moving boundary, Proc. Roy. Soc. Edinburgh Sect. A, 88 (1981), 93-107.
[12] O. Gil and F. Quiros, Boundary layer formation in the transition from porous medium to a Hele-Shaw flow, UAM, preprint.
[13] J. Hulshof, Bounded weak solutions of an elliptic-parabolic Neumann problem, Trans. Am. Math. Soc., 303 (1997), 211-227.
[14] N. Igbida, Large time behavior of solutions to some degenerate parabolic equations, to appear in Comm. Part. Diff. Eq.
[15] N. Igbida, "Limite singulière de problèmes d'évolution non linéaires," Thèse de doctorat, Université de Franche-Comté, Juin 1997.
[16] B. Louro and J.F. Rodrigues, Remarks on the quasi-steady one phase Stefan problem, Proc. Roy. Soc. Edinb., 102 (1986), 263-275.
[17] S. Richardson, Hele Shaw flows with a free boundary produced by the injection of fluid in a narrow channel, J. Fluid Mech., 56 (1972), 609-618.
[18] J.F. Rodrigues, Variational methods in the Stefan problem, in "Modeling and Analysis of Phase Transition and Hysteresis," A. Visintin, ed., Heidelberg, 1994.
[19] P.G. Saffman and G.I. Taylor, The penetration of a fluid into a porous medium or Hele Shaw cell containing a more viscous liquid, Proc. Roy. Soc., 245 (1958), 312-329.
[20] A. Visintin, "Models of Phase Transitions," Progress in Nonlinear Differential Equations and their Applications, Birkhauser, 1996.

