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Abstract. We prove existence and uniqueness results for weak solutions of
nonlinear degenerate problems arising in various physical models. The main
novelty in the article concerns the uniqueness, which employs a technique
based in showing that weak solutions are also entropy solutions, for which
uniqueness follows from a straightforward adaptation of known results. We
treat equations with lower order terms that have a particular structure and
show with a counterexample that for general lower order terms the unique-
ness does not hold.
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1 Introduction

This article deals with the question of establishing the uniqueness of weak solutions
for boundary value problems involving doubly nonlinear degenerate equations.
Besides having a mathematical interest in their own right, equations of this type
also arise as models for a variety of diffusion phenomena. Consider, for example,
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the problem


ut − ∇ ·G(u) − h ∈ ∆pϕ(u) in Q := (0, T ) × Ω
ϕ(u) = 0 on Σ : (0, T ) × Γ
u(0, .) = u0(.) in Ω,

(1.1)

where Ω is a bounded domain with a regular boundary Γ, T > 0, the operator
∆pw = ∇ ·

(
|∇w|p−2∇w

)
is the p-Laplacian, ϕ is a maximal monotone graph in

R and G is a vector function. A large field of applications corresponds to the
case of a continuous ϕ, for which (1.1) models free boundary problems involving
a solid-liquid phase change of Stefan type. Another interesting application arises
when the inverse γ := ϕ−1 is continuous. Then (1.1) is a mathematical model for
saturated-unsaturated flow of water through a porous medium and falls into the
scope of general initial boundary value problems of the form



γ(v)t = ∇ · a (∇v, γ(v)) + h in Q := (0, T ) × Ω
v = 0 on Σ : (0, T ) × Γ
γ(v(0, .)) = u0(.) in Ω

(1.2)

where a : (ξ, z) ∈ R
N × R → R

N is continuous and monotone in ξ. Problems
of this type are called elliptic-parabolic and have been extensively studied in the
literature under general assumptions on a (cf. [1, 3, 12, 9] and the references
therein). In fact, assuming that γ is non decreasing, it is well known that, for any
u0 ∈ L∞(Ω) and h ∈ L∞(Q), (1.2) is well posed in the sense of Hadamard when
solutions are taken in the weak sense. On the contrary, the problem of establishing
the existence and uniqueness of weak solutions of (1.1) seems to be complicated
and is poorly investigated in general. The equation in (1.1) has a hyperbolic char-
acter in the set where ϕ(u) = 0, and we say that (1.1) is of parabolic-hyperbolic
type; in general, uniqueness of a weak solution does not hold (see Remark 4). In
his recent paper [6], Carrillo proves that problems of type (1.1) are well posed
using the concept of “entropy solutions”, which are weak solutions that satisfy
some additional conditions called entropy conditions. We will be interested in the
(existence and) uniqueness of a weak solution of (1.1) in the case of a continuous
and non decreasing ϕ and under the additional structure condition

G(r) = F (ϕ(r)); (1.3)

in other words, we will assume that the convective term is independent of the
jumps of ϕ−1. In this case, (1.1) is a doubly nonlinear degenerate parabolic
problem for which the existence of a weak solution follows from the general results
obtained in [1], using variational techniques, and [10], using Euler-implicit approxi-
mation; here we revisit the existence through nonlinear semigroup theory. But
our main concern is the uniqueness, that was still an open question. We present
a new approach inspired in the article [6] of Carrillo and consisting in show-
ing that every weak solution satisfies appropriate entropy inequalities; then the
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L1− contraction for weak solutions is established in exactly the same way as for
the case p = 2. The main application we have in mind concerns the Stefan problem
for the p-Laplacian. Observe that the equation in (1.1), with the assumption (1.3),
can also be written in the form

∂tγ(θ) − ∆pθ − ∇ · F (θ) � h,

with γ = ϕ−1 (possibly) a maximal monotone graph, which clearly includes the
Stefan problem for the p-Laplacian with a temperature dependent convective term,
for example, for F (θ) = θv, and v a given constant vector. This problem was
treated in [14] and [15], for v not necessarily constant, from the point of view
of, respectively, the existence of a weak solution (in the more general case of a
convective term depending on the enthalpy) and its continuity. We now complete
the study establishing the uniqueness. We recall that the problem is completely
solved in the case p = 2. In fact, the linearity of the Laplacian, enables one to
interpret the difference of the equations for two solutions u1 and u2 as a linear
parabolic equation in u1 − u2 and then to solve the dual equation, thus proving
that

∫
Ω

|u1(t) − u2(t)| ≤
∫

Ω
|u01 − u02| +

∫ t

0

∫
Ω

|h1 − h2|

(see [11] and [13]). Another approach, valid only for the case F ≡ 0, is due to
Brézis and Crandall [5] and their idea is to apply the operator (Id − ε∆)−1 to
the difference of the equations. We stress that both approaches strongly use
the linearity of the Laplacian and are not applicable to (1.1), for 1 < p < 2 or
2 < p < ∞. As mentioned above, we will also be interested in revisiting the
existence of a solution to (1.1) through nonlinear semigroup theory in L1(Ω). A
crucial question here is the well posedness and the contraction properties in L1(Ω)
of the stationary problem

{
u− ∆p ϕ(u) − ∇ · F (ϕ(u)) = f in Ω
ϕ(u) = 0 on Γ , (1.4)

with f ∈ L∞. Assuming that ϕ is continuous and non decreasing and (1.3) for a
Lipschitz F, we start, in section 2, by the study of (1.4). We first establish the
uniqueness for L1 data and then the existence for L∞ data. This paves the way
to section 3, where we obtain the uniqueness and the existence of a weak solution
of (1.1), belonging additionally to C([0, T );L1(Ω)). In fact, we will use the same
ideas of section 2 to establish the uniqueness for L1 data and then we prove that
solutions in the sense of semigroups (mild solutions) are weak solutions of (1.1)
if the data are in L∞. We close with a counterexample for the uniqueness in the
case when (1.3) is relaxed.
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2 The stationary problem

In order to study the problem in the framework of nonlinear semigroup theory, we
consider, in this section, the stationary problem associated with (1.1)–(1.3). To
simplify the notation, let’s introduce the vector function

a(ξ, s) = |ξ|p−2ξ + F (s), ξ ∈ R
N , s ∈ R

so that the stationary problem reads

{
u− ∇ · a(∇ϕ(u), ϕ(u)) = f in Ω
ϕ(u) = 0 on Γ . S(f)

Introduce the function

ϕ−1
0 (x) = min {ϕ−1(x)}

and define the set

E = {r ∈ R : ϕ−1
0 is discontinuous at r}.

We state the assumptions on the data that will hold throughout the paper:

ϕ ∈ C(R) is non decreasing, with ϕ(0) = 0,
and 0 is not an accumulation point of E. (2.1)

F : R −→ R
N is Lipschitz, with F (0) = 0. (2.2)

The main theorem of this section is

Theorem 1 Let f ∈ L∞(Ω). Then there exists a unique weak solution u of S(f)
in the sense that

{
u ∈ L∞(Ω), ϕ(u) ∈ W 1,p

0 (Ω)
u− ∇ · a(∇ϕ(u), ϕ(u)) = f in D′(Ω)

. (2.3)

Moreover

‖u‖∞ ≤ ‖f‖∞

and, for any fi ∈ L∞(Ω) and ui weak solutions of S(fi), i = 1, 2,

‖(u1 − u2)+‖1 ≤ ‖(f1 − f2)+‖1.
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2.1 Proof of the uniqueness

We start the proof by the uniqueness, establishing it in a slightly more general
setting. We introduce the following notation that will be used throughout the
paper:

Sign+ (s) =




1 if s > 0
[0, 1] if s = 0
0 if s < 0

,

Sign+
0 (s) =

{
1 if s > 0
0 if s ≤ 0 and Sign+

max (s) =
{

1 if s ≥ 0
0 if s < 0 .

The uniqueness for the stationary problem is an immediate corollary of

Proposition 1 Let f1, f2 ∈ L1(Ω). If ui is a weak solution of S(fi) for i = 1, 2,
then

‖(u1 − u2)+‖1 ≤ ‖(f1 − f2)+‖1.

The proof will follow as a corollary of a sequence of lemmas that we next
present. The basic idea in the lemmas is to show that a weak solution of S(f)
satisfies entropy inequalities of the type

∫
Ω

Sign+
0 (u− k){(u− f)ξ + a(∇ϕ(u), ϕ(u)) · ∇ξ} ≤ 0,

for appropriate choices of k and ξ. Assume that ϕ−1(0) = [m,M ], with m < M .
The reason to choose k and ξ is determined by the fact that the function

φ = Hε(ϕ(u) − ϕ(k)) ξ (2.4)

where Hε is the approximation of Sign+ defined by

Hε(r) = min
(
r+

ε
, 1

)
,

is to be chosen as test function in the problem. It is clear that if ξ vanishes on
the boundary, the same happens with φ but if that is not the case then we must
have Hε(−ϕ(k)) = 0, i.e. ϕ(k) ≥ 0, which follows if k ≥ m. We first derive the
entropy inequalities for constants k such that ϕ(k) /∈ E. Then we obtain them
for the extreme points of the intervals where ϕ is constant and apply a “filling”
lemma which says that if the entropy inequalities are valid for k1 and k2, with
ϕ(k1) = ϕ(k2) ∈ E, then they are also valid for any k ∈ [k1, k2]. This is enough to
cover the case k ∈ R, ξ ∈ W 1,p

0 (Ω). But when ξ ∈ W 1,p(Ω) then we must choose
k ≥ m and we have problems with the k’s such that ϕ(k) = 0 since we can not
use the filling lemma without the entropy inequality for k = m. The idea is then
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to deal with functions z (instead of constants k) vanishing on the boundary of Ω,
choosing a sequence zn such that zn < m and zn → m, thus approximating the
infimum m of the interval where ϕ ≡ 0. The idea here is that zn may be negative
since now it is the fact that they vanish on the boundary of Ω that guarantees
that (2.4) is a good test function.

Lemma 1 Let f ∈ L1(Ω) and u be a weak solution of S(f). Then
∫

Ω
Sign+

0 (u− z){(u− f) ξ + [a(∇ϕ(u), ϕ(u)) − a(∇ϕ(z), ϕ(z))] · ∇ξ}

≤
∫

Ω
Sign+

0 (u− z)ξ ∇ · a(∇ϕ(z), ϕ(z)),

for all pairs (z, ξ) ∈ L∞(Ω)× [W 1,p(Ω)∩L∞(Ω)] such that ξ ≥ 0, ϕ(z) ∈ W 1,p(Ω),
ϕ(z) �∈ E a.e. in Ω, ∇ · a(∇ϕ(z), ϕ(z)) ∈ L1(Ω) and (ϕ(u) − ϕ(z))+ ξ = 0 on Γ.

Proof. Let z and ξ be as in the statement of the lemma; then

Hε(ϕ(u) − ϕ(z))ξ ∈ W 1,p
0 (Ω) ∩ L∞(Ω)

so it is an admissible test function in (2.3) and
∫

Ω
Hε(ϕ(u) − ϕ(z)) (u− f) ξ

+
∫

Ω
a(∇ϕ(u), ϕ(u)) · ∇[Hε(ϕ(u) − ϕ(z)) ξ] = 0. (2.5)

It is obvious that, as ε → 0, the first term of (2.5) converges to
∫

Ω
Sign+

0 (ϕ(u) − ϕ(z))(u− f) ξ.

As to the second term, note that
∫

Ω
a(∇ϕ(u), ϕ(u)) · ∇[Hε(ϕ(u) − ϕ(z)) ξ]

=
∫

Ω
[a(∇ϕ(u), ϕ(u)) − a(∇ϕ(z), ϕ(z))] · ∇[Hε(ϕ(u) − ϕ(z)) ξ]

+
∫

Ω
a(∇ϕ(z), ϕ(z)) · ∇[Hε(ϕ(u) − ϕ(z)) ξ]

= I1
ε + I2

ε .

Clearly

I2
ε −→ −

∫
Ω

Sign+
0 (ϕ(u) − ϕ(z)) ξ ∇ · a(∇ϕ(z), ϕ(z)).
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and, concerning I1
ε , using a well known inequality,

I1
ε ≥

∫
Ω
Hε(ϕ(u) − ϕ(z)) [a(∇ϕ(u), ϕ(u)) − a(∇ϕ(z), ϕ(z))] · ∇ξ

+
∫

Ω
H ′

ε(ϕ(u) − ϕ(z)) ξ (F (ϕ(u)) − F (ϕ(z))) · ∇(ϕ(u) − ϕ(z)). (2.6)

Consider now the last term in (2.6) and call it Iε. Using (2.2), we have, denoting
by C the Lipschitz constant of F ,

|Iε| ≤
∫

Ω
|F (ϕ(u)) − F (ϕ(z))|H ′

ε(ϕ(u) − ϕ(z))|∇(ϕ(u) − ϕ(z))| ξ

≤ C

∫
[0≤|ϕ(u)−ϕ(z)|≤ε]

|ϕ(u) − ϕ(z)| 1
ε

|∇(ϕ(u) − ϕ(z))| ξ

≤ C

∫
[0≤|ϕ(u)−ϕ(z)|≤ε]

|∇(ϕ(u) − ϕ(z))| ξ −→ 0 as ε → 0

so that

lim inf
ε→0

I1
ε ≥

∫
Ω

Sign+
0 (ϕ(u) − ϕ(z)) [a(∇ϕ(u), ϕ(u)) − a(∇ϕ(z), ϕ(z))] · ∇ξ.

At last, letting ε → 0 in (2.5), one gets
∫

Ω
Sign+

0 (ϕ(u) − ϕ(z)) {(u− f) ξ

+ [a(∇ϕ(u), ϕ(u)) − a(∇ϕ(z), ϕ(z))] · ∇ξ}

≤
∫

Ω
Sign+

0 (ϕ(u) − ϕ(z)) ξ ∇ · a(∇ϕ(z), ϕ(z))

and, since
Sign+

0 (ϕ(u) − ϕ(z)) = Sign+
0 (u− z),

because ϕ(z) �∈ E, the result follows. �

The next lemma concerns an approximation that will be useful in the sequel.

Lemma 2 If m = inf{r ∈ R : ϕ(r) = 0} > −∞, then there exists zn ∈ L∞(Ω),
with ϕ(zn) ∈ W 1,p

0 (Ω), such that zn < m a.e. in Ω, ϕ(zn) /∈ E and, as n → ∞,
zn → m in L1(Ω), ∇·a(∇ϕ(zn), ϕ(zn)) → 0 in L1(Ω) and a(∇ϕ(zn), ϕ(zn)) ⇀ 0
in [Lp′

(Ω)]N -weak.

Proof. We use the strong maximum principal of Vazquez (cf. Theorem 5 of [16])
in the following way. Take a sequence of real numbers cn ≤ 0 such that cn ↗ 0
and consider wn ∈ W 1,p

0 (Ω) ∩ L∞(Ω) such that

β(wn) − ∆pwn = −cn in D′(Ω),
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where β(r) = rp, r ∈ [0,∞). It is clear that β satisfies the assumptions of Theorem
5 in [16]. Since wn ∈ C1(Ω), ∆pwn ∈ L∞(Ω), wn ≥ 0 and ∆pwn ≤ β(wn), a.e.
in Ω, the conclusion of the theorem is that wn > 0 in Ω. Then define zn =
ϕ−1(−wn) ∈ L∞(Ω). It is obvious that zn < m, a.e. in Ω and ϕ(zn) ∈ W 1,p

0 (Ω).
Moreover, by well known results,

‖β(wn)‖∞ ≤ |cn| which implies ‖wn‖∞ ≤ |cn| 1
p

and so wn → 0 uniformly. Since 0 is not an accumulation point of E by assumption
(2.1), we have that ϕ(zn) = −wn /∈ E. Finally, observing that, as cn ↗ 0, wn → 0,
we easily get zn → m in L1(Ω), ∇wn → 0 in L1(Ω) and

∇ · a(∇ϕ(zn), ϕ(zn)) = −∆pwn + ∇ · F (−wn)
= −β(wn) − cn − F ′(−wn) · ∇wn → 0 in L1(Ω).

To obtain the missing assertion we employ the usual monotonicity techniques.
�

The last lemma of this section establishes the entropy inequalities for values of k
in the interior of the plane section at the zero level.

Lemma 3 Assume that 0 ∈ E and ϕ−1(0) = [m,M ], m < M . Let f ∈ L1(Ω)
and u be a weak solution of S(f). Then

∫
Ω

Sign+
0 (u− k){(u− f) ξ + a(∇ϕ(u), ϕ(u)) · ∇ξ} ≤ 0,

for all pairs (k, ξ) ∈ R × [W 1,p(Ω) ∩ L∞(Ω)] such that m ≤ k ≤ M and ξ ≥ 0.

Proof. To start with, as in the proof of Lemma 1, one sees that taking Hε(ϕ(u))ξ
as a test function in (2.3), with ξ ∈ W 1,p(Ω) such that ξ ≥ 0 and letting ε → 0,
one gets ∫

Ω
Sign+

0 (ϕ(u)) {(u− f) ξ + a(∇ϕ(u), ϕ(u)) · ∇ξ} ≤ 0. (2.7)

Since Sign+
0 (ϕ(u)) = Sign+

0 (u−M), u satisfies
∫

Ω
Sign+

0 (u−M) {(u− f) ξ + a(∇ϕ(u), ϕ(u)) · ∇ξ} ≤ 0.

On the other hand, consider zn as given in Lemma 2 and use Lemma 1 to get
∫

Ω
Sign+

0 (u− zn){(u− f) ξ + [a(∇ϕ(u), ϕ(u)) − a(∇ϕ(zn), ϕ(zn))] · ∇ξ}

≤
∫

Ω
Sign+

0 (u− zn)ξ∇ · a(∇ϕ(zn), ϕ(zn)). (2.8)
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It is obvious that
Sign+

0 (u− zn) −→ Sign+
max (u−m),

and in addition

Sign+
max (u−m) a(∇ϕ(u), ϕ(u)) · ∇ξ = Sign+

0 (u−M) a(∇ϕ(u), ϕ(u)) · ∇ξ,

so letting n → ∞ in (2.8), one obtains
∫

Ω
Sign+

max (u−m) (u− f) ξ + Sign+
0 (u−M) a(∇ϕ(u), ϕ(u)) · ∇ξ ≤ 0.

Now, as in the proof of Theorem 3 of [6], we apply Lemma 2 (in fact, its non
Hilbertian version, for which the proof is similar and left to the reader) of [6] with

{
O = Ω, e = 0, F = Sign+

0 (u−M) a(∇ϕ(u), ϕ(u))
G1 = Sign+

0 (u−M) (u− f) and G2 = Sign+
max (u−m) (u− f)

obtaining
∫

Ω
(u− f) (Sign+

0 (u−M)(1 − H̃(u− k)) + Sign+
max (u−m) H̃(u− k))ξ

+ Sign+
0 (u−M) a(∇ϕ(u), ϕ(u)) · ∇ξ ≤ 0,

for all k ∈ [m,M ] and for some H̃(u− k) ∈ Sign+(u − k). It follows, due to the
facts that

Sign+
0 (u−M) (1 − H̃(u− k)) = 0,

Sign+
max (u−m) H̃(u− k) = H̃(u− k)

and
Sign+

0 (u−M) a(∇ϕ(u), ϕ(u)) = Sign+
0 (u− k) a(∇ϕ(u), ϕ(u))

that
∫

Ω
(u− f) H̃(u− k) ξ + Sign+

0 (u− k) a(∇ϕ(u), ϕ(u)) · ∇ξ ≤ 0. (2.9)

To conclude take, for any k ∈ [m,M) a sequence (kn)n∈N such that m < k < kn <
M and kn ↓ k. Then H̃(u− kn) ↑ Sign+

0 (u− k) and Sign+
0 (u− kn) ↑ Sign+

0 (u− k)
a.e. in Ω; hence replacing k by kn in (2.9) and letting n → ∞, one gets

∫
Ω

Sign+
0 (u− k){(u− f) ξ + a(∇ϕ(u), ϕ(u)) · ∇ξ} ≤ 0

which ends up the proof. �
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We can finally prove the main proposition that yields the uniqueness as an
obvious corollary.

Proof of Proposition 1. Since weak solutions are bounded, we may assume that
ϕ−1(r) is a bounded interval for all r ∈ E. Applying Lemmas 1 and 3 we get∫

Ω
Sign+

0 (u− k){(u− f) ξ + a(∇ϕ(u), ϕ(u)) · ∇ξ} ≤ 0, (2.10)

for any (k, ξ) ∈ R× [W 1,p
0 (Ω)∩L∞(Ω)] such that ξ ≥ 0 and ϕ(k) �∈ E or ϕ(k) = 0;

and for any (k, ξ) ∈ R
+ × [W 1,p(Ω) ∩ L∞(Ω)] such that ξ ≥ 0 and ϕ(k) �∈ E or

ϕ(k) = 0. For k ∈ R such that ϕ(k) ∈ E and ϕ(k) �= 0 we use the same arguments
of [6] (cf. Theorem 3 there) to prove (2.10) for any ξ ∈ W 1,p

0 (Ω) such that ξ ≥ 0
and, if k ≥ 0, ϕ(k) ∈ E and ϕ(k) �= 0, for any ξ ∈ W 1,p(Ω) such that ξ ≥ 0. This
implies that u is an “entropy solution” of S(f) in the sense of [6]. At last, arguing
exactly as in [6] (Theorems 8 and 9), by doubling the variables, one proves that
if ui is a weak solution of S(fi) for i = 1, 2, with fi ∈ L1(Ω), then∫

Ω
(u1 − u2)+ ξ ≤

∫
Ω

(f1 − f2) Sign+
0 (u1 − u2) ξ

≤
∫

Ω
(f1 − f2)+ ξ,

for any ξ ∈ W 1,p(Ω), and the result follows. We omit here the details of the proof
to avoid an unnecessary duplication of arguments.

Remark 1 Notice that if there is no plane region at the 0 level, in other words
if ϕ−1(0) = {0}, then Lemma 2 is not necessary and Lemma 1 with z constant
is enough to prove the entropy inequalities for any k and ξ (see [6, Lemma 2 and
Theorem 3], for the case p = 2).

2.2 Proof of the existence

The proof of the existence employs an approximation argument and standard
monotonicity techniques.

Proposition 2 Given f ∈ L∞(Ω) there exists at least one weak solution for the
problem (2.3).

Proof. Consider a sequence of increasing continuous functions ϕn : R → R such
that

ϕn −→ ϕ uniformly in the compacts of R.

Using Proposition 2.4 of [3], there exists a unique un such that
{
un ∈ L∞(Ω), wn := ϕn(un) ∈ W 1,p

0 (Ω) and
un = ∇ · a(∇ϕn(un), ϕn(un)) + f in D′(Ω)

, (2.11)
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and
‖un‖L∞(Ω) ≤ ‖f‖L∞(Ω), (2.12)

which, in turn, implies that

‖wn‖L∞(Ω) ≤ C (independently of n). (2.13)

Taking wn as a test function in the equation of (2.11), one gets
∫

Ω
|∇wn|p =

∫
Ω

(f − un)wn −
∫

Ω
F (wn) · ∇wn = I1 − I2.

It is obvious that

I2 =
∫

Ω
∇ ·

(∫ wn

0
F (r) dr

)
= 0

and, using (2.13),

I1 ≤ C

∫
Ω

|f |.

Then, by Poincaré’s inequality, we get

‖wn‖W 1,p(Ω) ≤ C ‖f‖L1(Ω), (2.14)

where C is a constant independent of n. Finally, using standard compactness and
monotonicity arguments, we find that u satisfies (2.3) and establish the existence
result. �

Remark 2 For f ∈ Lp′
(Ω) it is possible to obtain existence of a weak solution

for the problem {
u ∈ L1(Ω), ϕ(u) ∈ W 1,p

0 (Ω) and
u− ∇ · a(∇ϕ(u), ϕ(u)) = f in D′(Ω).

(2.15)

In fact, let fn be a sequence in L∞(Ω), such that

fn −→ f in �Lp′
(Ω), asn → ∞.

It follows from Proposition 2, that there exists a unique un solution of
{
un ∈ L∞(Ω), wn := ϕ(un) ∈ W 1,p

0 (Ω) and
un = ∇ · a(∇wn, wn) + fn in D′(Ω)

. (2.16)

It is also true that
‖wn‖W 1,p(Ω) ≤ C ‖fn‖Lp′ (Ω), (2.17)

for a constant C independent of n. Indeed, defining

ϕk(r) = ((ϕ(r) ∧ ϕ(k)) ∨ ϕ(−k)
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we see that wk,n := ϕk(un) ∈ W 1,p
0 (Ω) ∩ L∞(Ω) and, as a consequence of (2.16),

satisfies ∫
Ω

|∇wk,n|p =
∫

Ω
(fn − un)wk,n −

∫
Ω
F (wk,n) · ∇wk,n.

It is clear that
∫

Ω
un wk,n ≥ 0 and

∫
Ω
F (wk,n) · ∇wk,n = 0, so

∫
Ω

|∇wk,n|p ≤
∫

Ω
fn wk,n

≤ ‖fn‖Lp′ (Ω)‖wk,n‖Lp(Ω)

and taking into account Poincaré’s inequality we get

‖∇wk,n‖Lp(Ω) ≤ C ‖fn‖Lp′ (Ω).

Then letting k → ∞ and using Poincaré’s inequality again, we obtain (2.17).
Taking fn, fm ∈ L∞(Ω) and using Proposition 1, we get

‖un − um‖L1(Ω) ≤ ‖fn − fm‖L1(Ω)

so, (un) is a Cauchy sequence in L1(Ω) and there exists u ∈ L1(Ω) such that
un → u in L1(Ω), as n → ∞. Thanks to (2.17), we have

wn −→ w = ϕ(u) weakly in W 1,p and strongly in Lp(Ω)

and letting n → ∞ in the equation satisfied by un, we conclude that u is a solution
of (2.15). The uniqueness for this problem is left open.

The proof of Theorem 1 is now a direct consequence of Propositions 1 and 2.

3 The evolution problem

We now turn our attention to the evolution problem

ut = ∆pϕ(u) + ∇ · F (ϕ(u)) + h in Q := (0, T ) × Ω
ϕ(u) = 0 on Σ := (0, T ) × Γ
u(0, .) = u0(.) in Ω

, E(u0,h)

where ϕ and F satisfy (2.1) and (2.2), respectively. The notion of weak solution
we have in mind is the following:

Definition 1 Given u0 ∈ L∞(Ω) and h ∈ L∞(Q), a weak solution of E(u0,h) is
a function u such that



u ∈ L∞(Q), ϕ(u) ∈ Lp(0, T ;W 1,p
0 (Ω)),

−
∫ ∫

Q

u ξt +
∫ ∫

Q

(|∇ϕ(u)|p−2∇ϕ(u) + F (ϕ(u))) · ∇ξ

=
∫ ∫

Q

h ξ +
∫

Ω
u0 ξ(0), ∀ξ ∈ V p

0

, (3.1)



Vol. 10, 2003 Uniqueness for nonlinear degenerate problems 299

where
V p

0 = {ξ ∈ Lp(0, T ;W 1,p(Ω)) ; ξt ∈ L1(Q), ξ(T ) ≡ 0}.

We shall prove the following result:

Theorem 2 For any u0 ∈ L∞(Ω) and h ∈ L∞(Q), there exists a unique weak
solution u of E(u0,h). Moreover, u ∈ C([0, T );L1(Ω)), u(0) = u0 and if u0i ∈
L∞(Ω) and hi ∈ L∞(Q) and ui are the corresponding weak solutions of E(u0i,hi),
for i = 1, 2, then

∫
Ω

(u1(t) − u2(t))+ ≤
∫

Ω
(u01 − u02)+ +

∫ t

0

∫
Ω

(h1 − h2)+. (3.2)

3.1 Proof of the uniqueness

The proof of the uniqueness for the evolutionary problem follows the same general
ideas used in the stationary case. It is obtained for data in L1 so that the space
of test functions we have in mind in this section is the subspace of V p

0 for which
all the integrals in the definition have a meaning in this context. The result is the
following:

Proposition 3 Let h1, h2 ∈ L1(Ω) and u01, u02 ∈ L1(Ω). If ui is a weak solution
of E(u0i,hi) for i = 1, 2, then, for a.e. t ∈ (0, T ),

∫
Ω

(u1(t) − u2(t))+ ≤
∫

Ω
(u01 − u02)+ +

∫ t

0

∫
Ω

(h1 − h2)+.

We postpone the proof of the proposition and start by obtaining entropy inequal-
ities (for functions z) outside the set where ϕ is constant.

Lemma 4 Consider u0 ∈ L1(Ω) and h ∈ L1(Q) and let u be a weak solution of
E(u0,h). Then

∫ ∫
Q

Sign+
0 (u− z){(u− z) ξt − (a(∇ϕ(u), ϕ(u)) − a(∇ϕ(z), ϕ(z))) · ∇ξ}

≥
∫ ∫

Q

Sign+
0 (u− z) ξ ∇ · a(∇ϕ(z), ϕ(z)) −

∫
Ω

(u0 − z)+ ξ(0)

−
∫ ∫

Q

Sign+
0 (u− z) h ξ, (3.3)

for all (z, ξ) ∈ L∞(Ω) × [W 1,p(Q) ∩ L∞(Q) ∩ C([0, T ];L∞(Ω))] such that ξ ≥ 0,
ξ(T, .) = 0 a.e. in Ω, ϕ(z) ∈ W 1,p(Ω), ϕ(z) �∈ E a.e. in Ω, ∇ · a(∇ϕ(z), ϕ(z)) ∈
L1(Ω) and (ϕ(u) − ϕ(z))+ ξ = 0 on Σ.
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Proof. Let (z, ξ) be as in the statement of the lemma. Using an idea of [3]
(cf. Theorem 4.4), we extend u onto R × Ω by 0 if t > T and by u0 if t < 0. Note
that then

Φ = Hε(ϕ(u) − ϕ(z)) ξ ∈ Lp(0, T ;W 1,p
0 (Ω))

so, for any h > 0, Φh(t) =
1
h

∫ t+h

t

Φ(s) ds is an admissible test function in the

problem and∫ ∫
Q

(u− u0) Φh
t −

∫ ∫
Q

a(∇ϕ(u), ϕ(u)) · ∇Φh +
∫ ∫

Q

h Φh = 0. (3.4)

We see that ∫ ∫
Q

(u− u0)Φh
t =

∫ ∫
Q

(u− u0)
Φ(t+ h) − Φ(t)

h

=
∫ ∫

Q

u(t− h) − u(t)
h

Φ(t)

and, since for any r, r̂, w ∈ R,

(r̂ − r)Hε(ϕ(r) − ϕ(w)) ≤ ψε
w(r̂) − ψε

w(r),

where
ψε

w(r) =
∫ r

w

Hε(ϕ(s) − ϕ(w)) ds,

it follows that∫ ∫
Q

(u− u0) Φh
t ≤

∫ ∫
Q

ψε
z(t,x)(u(t− h, x)) − ψε

z(t,x)(u(t, x))

h
ξ(t, x) dt dx

≤
∫ ∫

Q

(ψε
z(t,x)(u(t, x)) − ψε

z(t,x)(u0(x)))
ξ(t+ h, x) − ξ(t, x)

h
dt dx.

Consequently, we have

lim inf
h→0

∫ ∫
Q

(u− u0) Φh
t ≤

∫ ∫
Q

(ψε
z(u) − ψε

z(u0)) ξt

≤
∫ ∫

Q

ξt

{∫ u

u0

Hε(ϕ(s) − ϕ(z)) ds
}
.

Since Φh → Hε(ϕ(u) −ϕ(z)) ξ in Lp(0, T ;W 1,p
0 (Ω)), from (3.4) and the preceding

estimate it follows that∫∫
Q

ξt

{∫ u

u0

Hε(ϕ(s) − ϕ(z))ds
}

−
∫∫

Q

a(∇ϕ(u), ϕ(u)) · ∇(Hε(ϕ(u) − ϕ(z)) ξ)

≥ −
∫ ∫

Q

Hε(ϕ(u) − ϕ(z)) h ξ. (3.5)
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It is clear that, as ε → 0,

∫ u(t,x)

u0(x)
Hε(ϕ(s) − ϕ(z(x))) ds −→

∫ u(t,x)

u0(x)
Sign+

0 (ϕ(s) − ϕ(z(x))) ds

=
∫ u(t,x)

u0(x)
Sign+

0 (s− z(x)) ds

= (u(t, x) − z(x))+ − (u0(x) − z(x))+

a.e. (t, x) ∈ Q. Moreover,
∣∣∣∣∣
∫ u(t,x)

u0(x)
Hε(ϕ(s) − ϕ(z(x))) ds

∣∣∣∣∣ ≤ |u(t, x) − u0(x)|,

so, by Lebesgue’s dominated convergence theorem, the first term in (3.5) converges
to ∫ ∫

Q

(u(t, x) − z(x))+ ξt +
∫

Ω
(u0(x) − z(x))+ ξ(0).

It is obvious that the last term converges to
∫ ∫

Q

Sign+
0 (u− z) h ξ

and concerning the second one we proceed exactly as in Lemma 1, concluding the
proof. �

We now derive the entropy inequalities for constants belonging to the set where
ϕ is constant and equal to 0.

Lemma 5 Assume that 0 ∈ E and that ϕ−1(0) = [m,M ] is bounded. Take h ∈
L1(Q) and u0 ∈ L1(Ω) and let u be a weak solution of E(u0, h). Then

∫ ∫
Q

Sign+
0 (u− k){(u− k) ξt − a(∇ϕ(u), ϕ(u)) · ∇ξ}

≥ −
∫

Ω
(u0 − k)+ξ(0) −

∫ ∫
Q

Sign+
0 (u− k) h ξ (3.6)

for any (k, ξ) ∈ R × [W 1,p(Q) ∩ L∞(Q) ∩ C([0, T ];L∞(Ω))] such that ξ ≥ 0,
ξ(T, .) = 0 a.e. in Ω and m ≤ k ≤ M .

Proof. To start with observe that taking a sequence (kn)n∈N such that M < kn,
ϕ(kn) �∈ E and kn ↓ M we get

Sign+
0 (u− kn) ↑ Sign+

0 (u−M) and Sign+
0 (u0 − kn) ↑ Sign+

0 (u0 −M)
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a.e. in Ω; hence, replacing z by kn in (3.3) and letting n → ∞, we arrive at
∫ ∫

Q

Sign+
0 (u−M) {(u−M) ξt − a(∇ϕ(u), ϕ(u)) · ∇ξ}

≥ −
∫

Ω
(u0 −M)+ ξ(0) −

∫ ∫
Q

Sign+
0 (u−M) h ξ.

On the other hand, let zn be given as in Lemma 2 and use Lemma 4 to conclude
that∫ ∫

Q

(u− zn)+ ξt − Sign+
0 (u− zn) {(a(∇ϕ(u), ϕ(u)) − a(∇ϕ(zn), ϕ(zn))) · ∇ξ}

≥ −
∫

Ω
(u0 − zn)+ ξ(0) +

∫ ∫
Q

Sign+
0 (u− zn) ξ ∇ · a(∇ϕ(zn), ϕ(zn)).

−
∫ ∫

Q

Sign+
0 (u− zn) h ξ. (3.7)

Since it is clear that Sign+
0 (u− zn) ↓ Sign+

max (u−m) as n → ∞ and that

Sign+
max (u−m) a(∇ϕ(u), ϕ(u)) = Sign+

0 (u−M) a(∇ϕ(u), ϕ(u)),

by letting n → ∞ in (3.7), one obtains
∫ ∫

Q

(u−m)+ ξt − Sign+
0 (u−M) a(∇ϕ(u), ϕ(u)) · ∇ξ

≥ −
∫

Ω
(u0 −m)+ ξ(0) −

∫ ∫
Q

Sign+
max (u−m) h ξ.

Now, we extend ξ (resp. u) onto (−1/2, T ) × Ω as a W 1,p function such that
ξ(−1/2) ≡ 0 (resp. u = u0 for −1/2 ≤ t ≤ 0), and apply the modified version of
Lemma 2 of [6], with O = (−1/2, T ) × Ω,

{
F = Sign+

0 (u−M) a(∇ϕ(u), ϕ(u)), G1 = Sign+
0 (u−M) h

G2 = Sign+
max (u−m) h and e = (−1, 0)

a.e. in (0, T ) × Ω and

F = G1 = G2 = 0 in (−1/2, 0] × Ω.

Consequently
∫ ∫

Q

((u− k)+ − (u0 − k)+) ξt − Sign+
0 (u−M) a(∇ϕ(u), ϕ(u)) · ∇ξ

≥
∫

Ω
(Sign+

0 (u−M) (1 − H̃(u− k)) + Sign+
max (u−m) H̃(u− k)) h ξ
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for all k ∈ [m,M ], for some H̃(u− k) ∈ Sign+(u− k). Since

Sign+
0 (u−M) (1 − H̃(u− k)) = 0

and
Sign+

max (u−m)H̃(u− k) = H̃(u− k)

we get ∫ ∫
Q

(u− k)+ ξt − Sign+
0 (u− k) a(∇ϕ(u), ϕ(u)) · ∇ξ

≥ −
∫

Ω
(u0 − k)+ ξ(0) −

∫
Ω
h ξ H̃(u− k) (3.8)

and conclude exactly as in the proof of Lemma 3, obtaining (3.6). �

The two lemmas allow us to prove Proposition 3 using the same reasoning
applied in the proof of Proposition 1. We have to use Theorems 13 and 14 of [6].

Remark 3 We remark that the preceding arguments apply to more general equa-
tions of the form

ut = div a(x,∇ϕ(u), ϕ(u)) + h in Q, ϕ(u) = 0 on Σ,

with a satisfying appropriate structure assumptions, to prove that weak solutions
satisfy entropy inequalities of the type of (3.3) and (3.6). However, the process of
doubling the variables, that is essential to show that entropy solutions are unique,
becomes very complicated in such a generality. For some particular cases, like

a(x, η, r) = b(η) +G(x) r, (3.9)

with b a monotone function in R
N and G ∈ [W 1,∞(Ω)]N , the arguments of [6] and

[8] (see the proof on page 152) may be adapted to prove the uniqueness of entropy
solutions, so the results of Propositions 1 and 3 remain true under the condition
(3.9).

Remark 4 We conclude this section by showing that, in general, uniqueness for
the weak solution of (1.1) is not to be expected. Consider the one-dimensional
problem in (t, x) ∈ Q = (0, 1) × Ω, Ω = (0, 1)


ut = ϕ(u)xx + ux

ϕ(u)|∂Ω = 0
u(0) = 1

,

with ϕ−1(s) = s + H(s), where H is the Heaviside graph. A weak solution is a
function u ∈ L∞(Q) such that ϕ(u) ∈ L2

(
0, 1;H1

0 (Ω)
)

and u solves the equation
in the sense of distributions, i.e., for a suitable space of test functions T ,

−
∫ 1

0

∫ 1

0
u ξt +

∫ 1

0

∫ 1

0
ϕ(u)x ξx +

∫ 1

0

∫ 1

0
u ξx =

∫ 1

0
ξ(0),∀ξ ∈ T .
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It is obvious that the constant function u1 ≡ 1 is a weak solution. Let’s construct
a different one; take the C1 function F defined in [0, 2] by

F (s) =
{

1 if 0 ≤ s ≤ 1
1 − (s− 1)2 if 1 < s ≤ 2

and put u2(t, x) = F (t + x). We have (u2)t(t, x) = F ′(t + x)(u2)x(t, x) and
u2(0, x) = F (x) = 1 because x ∈ (0, 1). Since 0 ≤ F ≤ 1, we conclude that
u2 is also a weak solution and it is of course different from u1. So there is no
uniqueness for the problem.

3.2 Proof of the existence

Let’s define in L1(Ω) an operator A by

Az = −∆pϕ(z) − ∇ · F (ϕ(z)) in D′(Ω)

with domain

D(A) = {z ∈ L∞(Ω) : ϕ(z) ∈ W 1,p
0 (Ω) and Az ∈ L1(Ω)}.

It follows from Theorem 1 that A is T-accretive and from Proposition 2 that

R(I + λA) ⊇ L∞(Ω), for all λ > 0.

Moreover, using the same proof as in [3] (cf. Proposition 2.4. iii), step 3) we have
the following result:

Lemma 6 The domain D(A) of the operator A is dense in L1(Ω), i.e.,

D(A)
L1(Ω)

= L1(Ω).

We can now use the general theory of evolution equations (see e.g. [2] and
[7]), to obtain, for any u0 ∈ L1(Ω) and h ∈ L1(Q), a unique mild solution
u ∈ C([0, T );L1(Ω)) of

du

dt
+Au = h on (0, T ), u(0) = u0.

We show that this mild solution is also a weak solution of E(u0, h), thus obtaining

Proposition 4 Given u0 ∈ L∞(Ω) and h ∈ L∞(Q) there exists at least one weak
solution u of E(u0, h).

Proof. By definition of mild solution, u(t) = L1 − limuε(t) uniformly in t ∈ [0, T ],
where for ε > 0, uε is a ε−approximate solution corresponding to a subdivision
t0 = 0 < t1 < . . . < tn−1 < T ≤ tn, with ti − ti−1 = ε and h1, . . . hn ∈ L∞(Ω) with
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∑n
i=1

∫ ti

ti−1
‖h(t)−hi‖L1dt ≤ ε. This approximate solution is defined by uε(0) = u0

and uε(t) = ui for t ∈]ti−1, ti], where ui ∈ L∞(Ω) satisfies

ui − ui−1

ε
+Aui = hi;

that is wi := ϕ(ui) ∈ W 1,p
0 (Ω) and by density, for all ξ ∈ W 1,p

0 (Ω), we have∫
Ω

(|∇wi|p−2∇wi + F (wi)) · ∇ξ =
∫

Ω
hi ξ −

∫
Ω

ui − ui−1

ε
ξ. (3.10)

It follows that
‖ui‖L∞(Ω) ≤ ‖u0‖L∞(Ω) + i ε ‖hi‖L∞(Ω),

so that

‖uε(t)‖L∞(Ω) ≤ M1 := ‖u0‖L∞(Ω) + T ‖h‖L∞(Ω) , ∀t ∈ [0, T ]. (3.11)

Taking ξ = wi in (3.10), one gets

ε

∫
Ω

|∇wi|p ≤ ε

∫
Ω
hi wi −

∫
Ω

(ui − ui−1) wi − ε

∫
Ω
F (wi) · ∇wi. (3.12)

We can see as before that the last integral vanishes and also that

(ui−1 − ui) wi ≤ ψ(ui−1) − ψ(ui),

where ψ(r) =
∫ r

0
ϕ(s) ds, so (3.12) implies

ε

∫
Ω

|∇wi|p +
∫

Ω
ψ(ui) ≤ ε ϕ(M1)

∫
Ω

|hi| +
∫

Ω
ψ(ui−1). (3.13)

Adding (3.13), for i = 1 to n, we get

ε

n∑
i=1

∫
Ω

|∇wi|p +
∫

Ω
ψ(un) ≤ ε ϕ(M1)

n∑
i=1

∫
Ω

|hi| +
∫

Ω
ψ(u0),

so that wε := ϕ(uε) satisfies
∫ T

0

∫
Ω

|∇wε|p = ε

n∑
i=1

∫
Ω

|∇wi|p

≤ ϕ(M1){‖h‖L1(Q) + ε} +
∫

Ω
ψ(u0).

It follows from (3.11) and Poincaré’s inequality that wε is a bounded sequence in
Lp(0, T ;W 1,p

0 (Ω)) and that |∇wε|p−2∇wε is bounded in Lp′
(Ω). Choose a subse-

quence such that wεk
⇀ w in Lp(0, T ;W 1,p

0 (Ω)) and

|∇wε|p−2∇wε → G
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weakly in Lp′
(Ω); since uε → u in L1(Q) and wε = ϕ(uε), a.e. in Q, in the limit

we obtain w = ϕ(u), a.e. in Q. At last, let ũε be the function defined from [0, T ]
into L1(Ω) by ũε(ti) = ui and ũε is linear in [ti−1, ti]. Then

ũεt = ∆pwε + ∇ · F (wε) + hε in D′(Q),

where hε is the function from [0, T ] into L1(Ω) defined by hε(t) = hi for t ∈]ti−1, ti]
and i = 1, . . . , n. It is clear that ũε → u and hε → h in L1(Ω) as ε → 0 and, as
in the proof of Proposition 2, we can use a monotonicity argument to show that
G = |∇w|p−2∇w, a.e. in Q. Then letting ε → 0 one gets that u is a weak solution
of E(u0, h). �

Theorem 2 is a direct consequence of Propositions 3 and 4.
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