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Abstract. The purpose of this paper is to study the existence, the uniqueness and the limit in
L1(Ω), as t → ∞, of solutions of general initial-boundary-value problems of the form∂tu −
∆w = 0 andu ∈ β(w) in a bounded domainΩ with dynamical boundary conditions of the form
∂tρ(w)+ ∂ηw = 0.

Mathematics Subject Classification (2000):35K60, 35K65, 35B40.

1. Introduction

Consider the equation

∂tu−∆w = 0, u ∈ β(w) in Q = (0,∞)×Ω, (1)

whereΩ is a bounded domain ofRN with smooth boundaryΓ and the nonlin-
earity β is a maximal monotone graph inR (see [7]). In particularβ may be
multivalued, so that (1) appears in various phenomena with changes of states,
like multiphase Stefan problem (cf. [11]). On the other hand,β may be a con-
tinuous function inR, so that (1) is the filtration equation which includes the
flow of liquids or gases through porous media, the heat propagation in plasmas,
population dynamics, spread of thin viscous films and others (cf. [3]).

Equation (1) needs to be completed by boundary conditions onw and initial
data. Inspired by physical considerations, different sorts of boundary conditions
exist in the literature. In this paper, we consider dynamical ones, that is

∂tz+ ∂ηw = 0, z = ρ(w) onΣ = (0,∞)× Γ (2)

where∂ηw is the normal derivative ofw andρ : R → R is a continuous nonde-
creasing function. This kind of boundary conditions appears when the boundary
material has a large thermal conductivity and sufficiently small thickness. Hence,
the boundary material is regarded as the boundary of the domain. For instance,
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one considers an iron ball in which water and ice coexists. For more details
about above physical considerations one can see for instance [20] and [1]. An-
other interesting application we have in mind concerns the filtration equation
with boundary conditions of the form (2) (see for instance [22]). It appears for
example in the study of rainfall infiltration through the soil, when the accumula-
tion of the water on the ground surfaces caused by the saturation of the surface
layer is taken into account. Notice thatρ may be such that Im(ρ) 
= R, so that
we can cover the case where the boundary conditions are dynamical only on a
part of the boundary. For instance, one can think about the situation where the
saturation happens only for values ofw in a subinterval ofR.

Completed with initial data

u(0) = u0 in Ω and z(0) = z0 onΓ, (3)

Problem (1)-(2)-(3) was studied bymany authors, for different particular cases of
β andρ. Interesting resultsmaybe found in [9], [17],[16] and [14].Wenotice also
that there exists a series of papers by Aiki where different methods of existence
and uniqueness were used (see [1] and references therein).

In this paper, we study existence, uniqueness and asymptotic behavior of a
weak solution(u, z) of (1)-(2)-(3) with general nonlinearitiesβ andρ, assumed,
respectively, to be only a maximal monotone graph everywhere defined and
a continuous function. Assumingβ(r) = c1(r − b)+ − c2(r)

−, Aiki proves
in [1] that the abstract theory of nonlinear evolution equations governed by
time-dependent subdifferentials in Hilbert space hands up very well this kind of
problems. Our approach is completely different, we will treat (1), (2) and (3)
in the context of nonlinear semigroup theory in Banach spaces. We prove that
for any (u0, z0) ∈ L1(Ω) × L1(Γ ), such thatz0(x) ∈ Im(ρ) a.e.x ∈ Γ, the
initial-boundary-value problem (1)-(2)-(3) has a unique mild-solution(u, z) ∈
L1(Ω)×L1(Γ ) (in the senseofCrandall-Ligget exponential formula).Moreover,
if (u0, z0) ∈ L∞(Ω)×L∞(Γ ), we prove(u, z) is the unique weak solution, i.e.
there existsw ∈ L2

loc([0,∞);H 1(Ω)) and(u,w, z) solves Eqs. (1)-(2)-(3) in a
weak sense.

The second part of this paper deals with the asymptotic behavior, ast →∞,

of thesolution(u, z). In [18] (seealso [19]), thefirst author studied theasymptotic
behavior of the Eq. (1) with general static boundary conditions of the form

∂ηw + γ (w) 
 0 onΓ (4)

whereγ is assumed to be a maximal monotone graph inR. So, assuming that
ρ ≡ 0, Problem (1)-(2)-(3) is a particular case of [18]. Actually, ifγ ≡ 0,
we know (cf. Theorem 2 of [18]) that a solutionu stabilizes, ast → ∞, by

converging inL1(Ω), to a stationary solutionu0,which satisfies
∫
Ω

u0 =
∫
Ω

u0.
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Moreover,u0 ≡
1

|Ω|
∫
Ω

u0 if
1

|Ω|
∫
Ω

u0 is a continuous point ofβ. Otherwise,

the characterization of the limitu0 is a difficult problem in general that the
author solved only if additional assumptions onu0 are fulfilled (cf. Theorem 4
of [18]). In this work, we generalize a part of these results to the case where
the boundary conditions are of type (2), withρ a continuous nondecreasing
function. We prove that a solution(u, z) stabilizes, ast →∞, by converging in
L1(Ω)×L1(Γ ) to (u0, ρ(c)) ∈ L1(Ω)×R,with c ∈ R.The characterization of

(u0, ρ(c)) depends on the quantitiesm0 :=
( ∫

Ω

u0 +
∫
Γ

z0

)
/|Ω| andΦ(m0),

with Φ(r) := β−1(r)+ ρ(r)|Γ |/|Ω|, for anyr ∈ R. Indeed, we will prove that
c ∈ Φ−1(m0) andu0(x) ∈ β(c), a.e.x ∈ Ω ; so that ifm0 is a continuous point
of β, then(u0, ρ(c)) is uniquely given byc = Φ−1(m0) andu0 ≡ β(c).

The paper is organized as follows. In the next section, we state assumptions
that will hold throughout the paper and give our main results concerning exis-
tence, uniqueness and asymptotic behavior. In Sect. 3, we recall some basic tools
from the nonlinear semigroup theory in Banach spaces and prove the existence
and uniqueness results. Finally, in Sect. 4, we prove the stabilization result.

2. Main results

Throughout this paper,Ω is a bounded domain ofRN with smooth boundaryΓ,

ρ is a continuous nondecreasing function inR andb a maximal monotone graph
in R.We assume that

(H1) Im(b) = D(b) = R,

and

(H2) 0 ∈ b(0) ∩ ρ(0).

Hereafter, we begin by announcing our existence and uniqueness results con-
cerning the following evolution problem

E(u0, z0)




∂tu−∆w = 0, w ∈ b(u) in Q = (0,∞)×Ω

∂tz+ ∂ηw = 0, z = ρ(w) onΣ = (0,∞)× Γ

u(0) = u0 in Ω, z(0) = z0 onΓ.

Theorem 1. For anyu0 ∈ L∞(Ω) andz0 ∈ L∞(Γ ) such that

z0(x) ∈ Im(ρ), a.e.x ∈ Γ, (1)
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there exists a unique(u, z) solution ofE(u0, z0) in the following sense


u ∈ L∞(Q), z ∈ L∞(Σ), ∃ w ∈ L2
loc

([0,∞);H 1(Ω)
)
,

w ∈ b(u) a.e. inQ, z = ρ(w) a.e. onΣ and

∫ τ

0

∫
Ω

ξtu+
∫ τ

0

∫
Γ

zξt =
∫ τ

0

∫
Ω

Dw.Dξ −
∫
Γ

z0ξ(0)−
∫
Ω

ξ(0)u0

∀ ξ ∈ C1([0, τ ] ×Ω) with τ > 0 andξ(τ ) ≡ 0.

(2)

Moreover,u ∈ C([0,∞);L1(Ω)), z ∈ C([0,∞);L1(Γ )),∫
Ω

u(t)+
∫
Γ

z(t) =
∫
Ω

u0+
∫
Γ

z0 for anyt ≥ 0, (3)

and if (ui, zi) is the solution ofE(u0i , z0i), assumingu0i ∈ L∞(Ω) andz0i ∈
L∞(Γ ) satisfying (1), fori = 1, 2, then∥∥∥(

u1(t)− u2(t)
)+∥∥∥

L1(Ω)
+

∥∥∥(
z1(t)− z2(t)

)+∥∥∥
L1(Γ )

(4)

≤
∥∥∥(

u01− u02

)+∥∥∥
L1(Ω)

+
∥∥∥(

z01− z02

)+∥∥∥
L1(Γ )

.

Now, in order to study the asymptotic behavior, ast → ∞, of the solution
(u, z), we introduce the maximal monotone graph inR, defined by

φbρ(r) =
{
s + |Γ |

|Ω|ρ(r) ; s ∈ b−1(r)
}

whereb−1 denotes the inverse ofb in R, defined byr ∈ b−1(s) if and only if
s ∈ b(r), for anyr ∈ R.We also define the set

E =
{
r ∈ R ; r is a point of discontinuity ofb−10

}
,

whereb−10 (r) = inf b−1(r), for anyr ∈ R.On the other hand, for any(u0, z0) ∈
L1(Ω)× L1(Γ ), we set

m0 =
∫
−

Ω

u0+ 1

|Ω|
∫
Γ

z0

where
∫
−

Ω

u0 = 1

|Ω|
∫
Ω

u0.
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Theorem 2. Letu0 ∈ L∞(Ω), z0 ∈ L∞(Γ ) satisfying (1) and let(u, z) be the
solution ofE(u0, z0). Then, there exists a uniquec ∈ φbρ

−1(m0), such that

z(t) → ρ(c) in L1(Γ ), ast →∞,

and there exists a uniqueu ∈ L1(Ω), such thatu(x) ∈ b−1(c) a.e.x ∈ Ω,∫
−

Ω

u = m0− ρ(c)|Γ |/|Ω| and

u(t) → u in L1(Ω), ast →∞.

Corollary 1. If m0 
∈ E, thenφbρ
−1(m0) is single valued,

z(t) → ρ
(
φbρ

−1(m0)
)

in L1(Γ )

and
u(t) → b−10

(
φbρ

−1(m0)
)

in L1(Ω),

ast →∞.

In particular, ifb is strictly increasing in a neighborhood ofm0, thenm0 
∈ E .
The corollary gives the true value of the limit of the solution(u, z) ast → ∞.

But, in general we do not know exactly this value among the elements of the set
K, given by

K(u0, z0) =
{
(u, ρ(c)) ∈ L1(Ω)× R ; c ∈ φbρ

−1(m0),

∫
−

Ω

u = m0− ρ(c)|Γ |/|Ω| andu(x) ∈ b−1(c)
}
.

In the next Theorem we give a description of this limit.

Theorem 3. Let u0 ∈ L∞(Ω), z0 ∈ L∞(Γ ) satisfying (1),(u, z) the solution
of E(u0, z0) and consider(u, ρ(c)) ∈ K(u0, z0) given by Theorem 2, such that
(u, ρ(c)) = lim

t→∞(u(t), z(t)) in L1(Ω) × L1(Γ ). Setting[l, L] = b−1(c), we

have

l ≤ u ≤ L a.e. inΩ, (5)

and there existsw ∈ H 2(Ω), such that

u = u0+∆w a.e. inΩ

∂ηw = z0− ρ(c) a.e. onΓ

(6)

and, moreover,

w = 0 a.e. in
{
x ∈ Ω ; l < u(x) < L

}
. (7)
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Corollary 2. Under the assumptions of Theorem 3, there exist disjoint subsets
of Ω A ⊆ [l ≤ u0 ≤ L], A1 andA2 such that

u = u0.χA + l.χA1 + L.χA2. (8)

3. Preliminaries, existence and uniqueness

3.1. Preliminaries

As said in the introduction, we will treatE(u0, z0) in the context of nonlinear
semigroup theory in Banach spaces with a norm‖.‖.We refer the reader to [5],
[10] and [15] for background materials on this theory. Nevertheless, we give
a brief collection of materials that we need. LetX be a real Banach space. A
mappingA fromX into 2X, the collection of all subsets ofX, will be called an
operator onX. The domain ofA is denoted byD(A) and its rangeR(A). An
operatorA in X is accretiveif

‖x − x̂‖ ≤ ‖x − x̂ + λ(y − ŷ)‖, for λ > 0, y ∈ Ax andŷ ∈ Ax̂. (1)

From (1), it follows that for everyλ > 0 the problemx + λAx 
 z has at most
one solutionx ∈ D(A) for a givenz ∈ X. Thus, wemay defineJλ, the resolvent
of A, for eachλ > 0 byJλ = (I + λA)−1 andD(Jλ) = R(I + λA). From (1),
it follows thatJλ is a nonexpansive mapping, i.e.,

‖Jλx − Jλx̂‖ ≤ ‖x − x̂‖ for x, x̂ ∈ D(Jλ).

LetA be an accretive operator onX and consider the initial value problem

u′ + Au 
 0 in (0, T ),

u(0) = u0 .

(2)

Discretizing the derivative in (2) and using an implicit difference scheme, we
obtain for any partition 0= t0 < t1 < ... < tn−1 < T ≤ tn a systemof difference
relations

ui − ui−1
εi−1

+ Aui 
 0, i = 1,2, ..., n (3)

whereεi−1 = ti − ti−1. Using the resolvent ofA, the valuesui, in (3) are
determined successively by

ui = Jεi−1ui−1, i = 1,2, ..., n

and therefore (3) has a solution if and only ifui ∈ R(I +λA). The step function
v : [0, T ] → X defined byv(0) = u0 and v(t) = ui for ti−1 < t ≤ ti
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is considered to be an approximate solution of (2) and converge to a unique
continuous functionu on [0, T ]. This functionu is called themild-solutionof
(2) on[0, T ]. More concretely we have
Theorem. LetA be an accretive operator inX such thatR(I + λA) ⊇ D(A).

Then, for anyu0 ∈ D(A)

e−tAu0 = lim
n→∞J n

t/nu0 (4)

on compact subsets of[0,∞[. Moreover, the family of operatorse−tA, t > 0, is
a continuous semigroup of nonexpansive self-mappings ofD(A).

Many partial differential equations that can be studied by means of nonlinear
semigroup theory satisfy a “comparison principle”. This fact is equivalent to the
order preserving property of the semigroup(e−tAu0)t≥0. The operators which
generate order-preserving semigroups are the following : LetX be a Banach
lattice and letA be an operator inX. A is calledT-accretiveif, for λ > 0,

∥∥∥(
x − x̂

)+∥∥∥ ≤ ∥∥∥(
x − x̂ + λ(y − ŷ)

)+∥∥∥ for y ∈ Ax andŷ ∈ Ax̂.

It is clear thatA is T -accretive if, and only if, its resolvents areT -contractions,
i.e., ∥∥∥(Jλx − Jλx̂)

+
∥∥∥ ≤

∥∥∥(x − x̂)+
∥∥∥ for x, x̂ ∈ D(Jλ).

Now, since everyT -contraction is order-preserving, we have that ifA is T -
accretive then eache−tA is order-preserving. In general,T -accretivity does not
implies accretivity, but in some Banach spacesT -accretivity implies accretivity,
this is the case for the spacesLp(Ω) for 1≤ p ≤ ∞ (see for instance [4]).

3.2. Existence and uniqueness

Now, let us come back toE(u0, z0) and consider its associate elliptic problem

Sλ(f, g, b, ρ)



v − λ∆w = f, w ∈ b(v) in Ω

z+ λ∂ηw = g, z = ρ(w) onΓ,

with λ > 0.



384 N. Igbida, M. Kirane

Definition 1. For f ∈ L1(Ω) andg ∈ L1(Γ ), we say that(v,w, z) is a solution
of Sλ(f, g, b, ρ) if



v ∈ L1(Ω), w ∈ W 1,1(Ω), w ∈ b(v) a.e. inΩ,

z ∈ L1(Γ ), z = ρ(w) a.e. onΓ and

λ

∫
Ω

Dw.Dξ +
∫
Γ

zξ =
∫
Ω

(f − v)ξ +
∫
Γ

gξ,

∀ ξ ∈ W 1,∞(Ω).

(5)

Proposition 1. (cf. [6]) For any f1, f2 ∈ L1(Ω) and g1, g2 ∈ L1(Γ ), if
(vi, wi, zi) is a solution ofSλ(fi, gi, b, ρ) for i = 1, 2, then∫

Ω

(v1− v2)
+ +

∫
Γ

(z1− z2)
+ ≤

∫
Ω

(f1− f2)
+ +

∫
Γ

(g1− g2)
+

and ∫
Ω

|v1− v2| +
∫
Γ

|z1− z2| ≤
∫
Ω

|f1− f2| +
∫
Γ

|g1− g2| .

Corollary 3. For anyf ∈ L1(Ω) andg ∈ L1(Γ ), Sλ(f, g, b, ρ) has at most
one solution.

The existence of a solution ofSλ(f, g, b, ρ) is well known by now in the case
whereb is a continuous increasing (strictly) function inR (cf. [8]) and also in
the case whereg ≡ 0 (cf. [6]). Next, we extend slightly part of results of [6] to
the caseg 
≡ 0, that will be useful for the study ofE(u0, z0).We begin by giving
a prioriL∞ estimates of solutions ofSλ(f, g, b, ρ).

Proposition 2. If f ∈ L∞(Ω), g ∈ L∞(Γ ) satisfies

g(x) ∈ Im(ρ) a.e.x ∈ Γ (6)

and(v,w, z) is a solution ofSλ(f, g, b, ρ), then(u,w, z) ∈ L∞(Ω)×H 2(Ω)×
L∞(Γ ) and we have

‖v‖L∞(Ω) ≤ max
(
‖f ‖L∞(Ω), b

−1
0 ◦ρ−10 (‖g‖L∞(Γ )), b̃

−1
0 ◦ρ̃−10 (‖g‖L∞(Γ ))

)
(7)

=: M1(f, g),

‖z‖L∞(Γ ) ≤ ρ max
(
b(M1(f, g)) ∪ (−b0(−M1(f, g)))

)
(8)

=: M2(f, g),



A degenerate diffusion problem with dynamical boundary conditions 385

‖w‖L∞(Ω) ≤ max
[
b
(
M1(f, g)

)
∪

(
− b(−M1(f, g))

)]
(9)

=: M3(f, g),

and

‖w‖H1(Ω) ≤ C
(
‖f ‖L1(Ω) + ‖g‖L1(Γ )

)
(10)

whereb̃(r) = −b(−r) andρ̃(r) = −ρ(−r), for anyr ∈ R, andC is a constant
depending onΩ, M1(f, g) andM2(f, g).

Now, we set our existence result forSλ(f, g, b, ρ), under theAssumption (6),
sufficient for the study ofE(u0, z0).

Proposition 3. For anyf ∈ L1(Ω) andg ∈ L1(Γ ) satisfying (6), there exists
a unique(v,w, z) solution ofSλ(f, g, b, ρ).

Remark 1.Notice that Condition (6) is not necessary for the existence of a so-
lution of Sλ(f, g, b, ρ) (see for instance Remark 2.12 of [4]). However, without
this condition we do not know ifL∞ estimates of type (7), (8) and (9) remain
true.

As a consequence of Proposition 1 and Proposition 2, one ses that the natural
space where we can studyE(u0, g) isX = L1(Ω) × L1(Γ ) provided with the
natural norm

‖(f, g)‖ = ‖f ‖L1(Ω) + ‖g‖L1(Γ ), for (f, g) ∈ X.

In X, we define the operator (possibly multivalued)A by

A(v, z) =
{
(f, g) ∈ X; ∃ w ∈ W 1,1(Ω),

(v,w, z) is a solution ofS1(f + v, g + z, b, ρ)
}

and consider the evolution problem

Ut + AU 
 0 in (0,∞)

U(0) = U0 .

(11)

As an immediate consequence of Proposition 1 and Proposition 2, we have

Corollary 4. 1. A is T-accretive inX.

2. R(I + λA) ⊇
{
(f, g) ∈ X ; g(x) ∈ Im(ρ) a.e.x ∈ Γ

}
.
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Using the general theory of nonlinear semigroups,A generates a continuous
nonlinear semigroup of contraction operatorsS(t) in X. Moreover, we have

Proposition 4.

D(A) =
{
(u, z) ∈ X ; z(x) ∈ Im(ρ) a.e.x ∈ Γ

}

=: DA.

So, for anyU0 ∈ DA, S(t)U0 is the unique mild solution of (11). By definition
of S(t),

S(t)U0 = lim
ε→0

Uε(t) in X

uniformly for t ∈ [0, τ ], where forε > 0, Uε is anε−approximate solution
corresponding to a subdivisiont0 = 0 < t1 < ... < tn−1 < τ ≤ tn, with
ti − ti−1 = ε and defined byUε(0) = U0, Uε(t) = Ui for t ∈ ]ti−1, ti] where
Ui ∈ X satisfies

Ui − Ui−1
ε

+ AUi 
 0.

Proposition 5. If (u0, z0) ∈ DA∩L∞(Ω)×L∞(Γ ), then the curve(u(t), z(t))
:= S(t)(u0, z0) satisfies



u ∈ C([0,∞);L1(Ω)) ∩ L∞(Q), z ∈ C([0,∞);L1(Γ )) ∩ L∞(Σ),

∃ w ∈ L2
loc

([0,∞);H 1(Ω)
) ∩ L∞(Q), w ∈ b(u) a.e. inQ,

z = ρ(w) a.e. on Σ and

∫ τ

0

∫
Ω

ξtu+
∫
Ω

ξ(0)u0+
∫ τ

0

∫
Γ

zξt +
∫
Γ

z0ξ(0)

=
∫ τ

0

∫
Ω

Dw.Dξ +
∫
Ω

ξ(τ)u(τ)+
∫
Γ

ξ(τ )z(τ ),

∀ ξ ∈ C1([0, τ ] ×Ω) with τ > 0.
(12)

Moreover, for anyτ ≥ 0,

‖u(τ)‖L∞(Ω) ≤ M1(u0, z0), (13)
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‖z(τ )‖L∞(Γ ) ≤ M2(u0, z0), (14)

‖w‖L∞(Q) ≤ M3(u0, z0), (15)

∫
Ω

u(τ)+
∫
Γ

z(τ ) =
∫
Ω

u0+
∫
Γ

z0 (16)

and∫
Ω

j (u(τ))+
∫
Γ

ψ(z(τ ))+
∫ τ

0

∫
Ω

|Dw|2 ≤
∫
Ω

j (u0)+
∫
Γ

ψ(z0) (17)

wherej : R → [0,∞] is a proper convex l. s. c. function such thatb = ∂j and

ψ(r) =
∫ r

0
ρ−10 (s)ds, for anyr ∈ R.

Proof. By definition of mild solutionu ∈ C([0,∞);L1(Ω)) andz ∈ C([0,∞);
L1(Γ )). Let (uε, zε) be theε−approximate solution withε = τ/n and for
i = 1, ...., n, letwi ∈ H 2(Ω) such that


ui − ε∆wi = ui−1, wi ∈ b(ui) in Ω,

zi + ε∂ηwi = zi−1, zi = ρ(wi) onΓ.

(18)

Thanks to Propositions 1 and 2, it follows thatui ∈ L∞(Ω), zi ∈ L∞(Γ ),

‖ui‖L∞(Ω) ≤ M1(u0, z0), ‖zi‖L∞(Γ ) ≤ M2(u0, z0) and
∫
Ω

ui+
∫
Γ

zi =
∫
Ω

u0+∫
Γ

z0, so that

‖uε(τ )‖L∞(Ω) ≤ M1(u0, z0), (19)

‖zε(τ )‖L∞(Γ ) ≤ M2(u0, z0)

and ∫
Ω

uε(τ )+
∫
Γ

zε(τ ) =
∫
Ω

u0+
∫
Γ

z0.

Then, lettingε → 0, and using the fact thatuε(t) → u(t) inL1(Ω) andzε(t) →
z(t) in L1(Γ ), for any t ∈ [0, τ ), we deduce thatu andz satisfy (13), (14) and
(16). To prove that there existsw such that(u,w, z) satisfies (12), (15) and (17),
we takewi as a test function in (18). Using the fact that∫

Ω

(ui−1− ui)wi ≤
∫
Ω

j (ui−1)−
∫
Ω

j (ui)
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and ∫
Γ

(zi−1− zi)wi ≤
∫
Γ

ψ(zi−1)−
∫
Γ

ψ(zi),

we conclude that∫
Ω

j (ui)+ ε

∫
Ω

|Dwi |2+
∫
Γ

ψ(zi) ≤
∫
Ω

j (ui−1)+
∫
Γ

ψ(zi−1). (20)

Adding (20) fromi = 1 ton, we get∫
Ω

j (uε(τ ))+
∫ τ

0

∫
Ω

|Dwε|2+
∫
Γ

ψ(zε(τ )) ≤
∫
Ω

j (u0)+
∫
Γ

ψ(z0) (21)

wherewε : [0, τ ] → H 1(Ω) andwε(t) = wi, for anyt ∈ ]ti−1, ti], i = 1, ...n.
Thanks to(H1), M3(u0, z0) < ∞, and (19) implies that

|wε| ≤ M3(u0, z0). (22)

Sincej ≥ 0 andψ ≥ 0, we deduce from (21) and (22), thatwε is bounded
in L2(0, τ ;H 1(Ω)). There are a subsequence{εk} andw ∈ L2(0, τ ;H 1(Ω))

such thatwεk → w weakly inL2(0, τ ;H 1(Ω)) andwεk /Γ → w/Γ weakly in

L2(0, τ ;L2(Γ )). Clearly,uεk → u in L2(0, τ ;L2(Ω)) andzεk → z L2(0, τ ;
L2(Γ )).Sinceb (resp.ρ) is amaximalmonotonegraph inL2(0, τ ;L2(Ω)) (resp.
L2(0, τ ;L2(Γ ))), we obtainw(t) ∈ b(u(t)) a.e. inΩ (resp.z(t) = ρ(w(t)) a.e.
onΓ ), for anyt ∈ (0, τ ).

Finally, let ũε and z̃ε be the functions from[0, τ ] into L1(Ω), defined by
ũε(ti) = ui, z̃ε(ti) = zi andũε, z̃ε linear in[ti−1, ti], then (18) implies that∫ τ

0

∫
Ω

ũεξt +
∫ τ

0

∫
Γ

z̃εξt +
∫
Ω

ξ(0)u0+
∫
Γ

z0ξ(0)

(23)

=
∫ τ

0

∫
Ω

Dwε.Dξ +
∫
Γ

zε(τ )ξ(τ )+
∫
Ω

ξ(τ)uε(τ )

for anyξ ∈ C1([0, τ ] ×Ω). Letting ε → 0 in (21), (22) and (23), we get (17),
(15) and (12).  !
Proof of Proposition 2.Using Proposition 1, we see that for anya > 0 and
c ∈ b(a), we have∫

Ω

(u− a)+ +
∫
Γ

(z− ρ(c))+ ≤
∫
Ω

(f − a)+ +
∫
Γ

(g − ρ(c))+. (24)

It is clear that(f − M1)
+ = 0 a.e. inΩ. On the other hand, we observe that

either there existsc ∈ b(M1) such that‖g‖L∞(Γ ) = ρ(c), or for anyc ∈ b(M1)

we have‖g‖L∞(Γ ) ≤ ρ(c). This implies that there existsc ∈ b(M1) such that
(g − ρ(c))+ = 0 a.e. onΓ. Then, takinga = M1 in (24), we conclude that
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u ≤ M1 a.e. inΩ andz ≤ M2 a.e. onΓ. Using the fact that(−u,−w,−z) is a
solution ofSλ(−f,−g, b̃, ρ̃), one can prove in the same way that−u ≤ M1 a.e.
in Ω and−z ≤ M2. This ends the proof of (7) and (8). On the other hand, we
see that(H1) implies thatM3(f, g) < ∞ and, sincew ∈ b(u), then (7) implies
(9).  !
Lemma 1. Letf ∈ L∞(Ω), g ∈ L∞(Γ ) satisfying (6),λ > 0 and let(v, z) =
Jλ(f, g).For anyy ∈ R

N andξ ∈ C2(Ω) supported in{x ∈ Ω ; distance(x, Γ )

> |y| , } we have∫
Ω

ξ(x) |v(x + y)− v(x)| dx ≤ C |y| ‖∆ξ‖L∞(Ω)

(
‖f ‖L∞(Ω) + ‖g‖L∞(Γ )

)

+
∫
Ω

ξ(x) |f (x + y)− f (x)| dx

whereC is a constant depending only onΩ.

Proof. The proof follows exactly in the same way of Lemma 1 of [18]. Indeed,
let w ∈ H 1(Ω), such that(v,w, z) is the solution ofSλ(f, g, b, ρ). Using the
results of [6] (cf. Step 3 of the proof of Theorem B’), for anyy ∈ R

N and
ξ ∈ C2(Ω) supported in{x ∈ Ω ; distance(x, Γ ) > |y|} , we have∫

Ω

ξ(x) |v(x + y)− v(x)| dx ≤ λ

∫
Ω

|∆ξ | |w(x + y)− w(x)| dx

+
∫
Ω

ξ(x) |f (x + y)− f (x)| dx

≤ λ |y| ‖∆ξ‖L∞(Ω) |Ω| 12 ‖Dw‖L2(Ω)

+
∫
Ω

ξ(x) |f (x + y)− f (x)| dx

then, using (10), the result follows.  !
Proof of Proposition 3.We begin by proving existence forf ∈ L∞(Ω) and
g ∈ L∞(Γ ). For this, we considerbn a sequence of continuous and increasing
functions inR such that

bn → b in the sense of graph,

i.e. (I + bn)
−1r → (I + b)−1r, for any r ∈ R. Using Corollary 21 of [8]

and Proposition 2, for anyf ∈ L∞(Ω) andg ∈ L∞(Γ ) there exists a unique
(un, wn, zn) ∈ L∞(Ω)×H 2(Ω)×L∞(Γ ) solution ofS(f, g, bn, ρ).Using (8),
(9) and (10), it is not difficult to see that{un} and{wn} (resp.{zn}) are bounded
in L∞(Ω) (resp. inL∞(Γ )). Thus, Lemma 1 implies that{un} is relatively
compact inL1(Ω), and (10) implies that{wn} is bounded inH 1(Ω). Consider
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a subsequence that we denote again byn, such thatwn converges inL2(Ω)

and inH 1(Ω)−weak, andwn/Γ converges inL2(Γ ). Sinceρ is continuous and
the sequence(zn = ρ(wn/Γ )) is bounded inL∞(Γ ), then we deduce that(zn)
is also convergent inL1(Γ ). Passing to the limit in the equation satisfied by
(un, wn, zn), and using standard monotonicity and compactness arguments, we
deduce that a limit of(un, wn, zn) is a solution ofSλ(f, g, b, ρ).

Forf ∈ L1(Ω) andg ∈ L1(Γ ),we considerfn ∈ L∞(Ω) andgn ∈ L∞(Γ ),

such that asn →∞, ‖fn‖L1(Ω) ≤ ‖f ‖L1(Ω), ‖gn‖L1(Γ ) ≤ ‖g‖L1(Γ ),

fn → f in L1(Ω) and gn → g in L1(Γ )

and consider(un, wn, zn) the solution ofSλ(fn, gn, b, ρ). Using Proposition 1,
we have

‖un − um‖L1(Ω) + ‖zn − zm‖L1(Γ ) ≤ ‖fn − fm‖L1(Ω) + ‖gn − gm‖L1(Γ ),

which implies that there existu ∈ L1(Ω) andz ∈ L1(Γ ) such thatun → u

in L1(Ω) andzn → z in L1(Γ ), asn → ∞. To prove that there existsw ∈
W 1,1(Ω), such that(u,w, z) is a solution ofSλ(f, g, b, ρ), it is enough to prove
that (wn) is bounded inW 1,1(Ω) and conclude by passing to the limit in the
equation satisfied by(un, wn, zn), exactly in the same way of the first part of the
proof. Using Proposition C of [6], we have

‖wn −
∫
−wn‖W1,q (Ω) ≤ C

(
‖f ‖L1(Ω) + ‖g‖L1(Γ )

)
(25)

for 1≤ q < N−1
N

.On the other hand, following the same idea of [6], we see that∫
−wn is bounded. Indeed if

∫
−wn →∞ (resp.

∫
−wn →−∞), then using (25) we

will havewn(x) →∞ (resp.wn(x) →−∞) a.e.x ∈ Ω, and sincewn ∈ b(un),

this contradicts the fact that(un) is convergent (through a subsequence) a.e. in
Ω. This ends the proof of the Proposition.  !
Proof of Proposition 4.By definition ofA, we see easily thatD(A) ⊆ DA. So,
it is enough to prove that

D(A) ⊇ {
(u, z) ∈ L∞(Ω)× L∞(Γ ) ; z(x) ∈ Im(ρ) a.e.x ∈ Γ

}
=: K.

Let (u, z) ∈ K and consider(uε, wε, zε) the solution ofSε(u, z, b, ρ).By defini-
tion ofA, it is clear that(uε, zε) ∈ D(A). Our aim now is to prove thatuε → u

in L1(Ω) andzε → z in L1(Γ ), asε → 0, which ends the proof of (3.2). Using
Proposition 2 and Lemma 1 in the same way as for the proof of Proposition
3, we conclude that{uε} (resp.{zε}) is relatively compact inL1(Ω) (resp. in
L1(Γ )). Moreover,{wε} is bounded inL∞(Ω), thenεwε → 0 inL∞(Ω) and in
H 1(Ω)−weak. So, passing to the limit, asε → 0, in the integral equality satis-
fied by(uε, wε, zε), we deduce thatuε → u in L1(Ω) andzε → z in L1(Γ ).  !
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Proof of Theorem 1.Obviously, the existence of a solution(u, z) in the sense
of (2) follows by Proposition 5. Moreover, since(u(t), z(t)) = S(t)U0, then
u ∈ C([0,∞), L1(Ω)), z ∈ C([0,∞), L1(Γ )), (3) and (4) are fulfilled. To
prove uniqueness, let(ui, zi), for i = 1, 2, be two solutions ofE(u0, z0) and
letwi be such that(ui, wi, zi) satisfies (2). SettingU = u1 − u2, Z = z1 − z2
andW = w1− w2, we have∫ T

0

∫
Ω

Uξt +
∫ T

0

∫
Γ

Zξt =
∫ T

0

∫
Ω

∇W · ∇ξ (26)

for any ξ ∈ C1([0, T ] × Ω) such thatξ(T ) ≡ 0. By density, for an arbitrary
τ > 0, we can takeξ as follows

ξ(t) =




−
∫ τ

t

W(s)ds if t ≤ τ

0 if t > τ

as a test function in (26). Then∫ τ

0

∫
Ω

UW +
∫ τ

0

∫
Γ

ZW = −
∫ τ

0

∫
Ω

∇W · ∇
(∫ τ

t

W(s)

)

= 1

2

∫ τ

0

∫
Ω

∂

∂t

∣∣∣∇
∫ τ

t

W(s)ds

∣∣∣2
(27)

= −1

2

∫
Ω

∣∣∣∇
∫ τ

0
W(s)ds

∣∣∣2.
SinceUW ≥ 0 a.e.(0, T ) × Ω andZW ≥ 0 a.e. on(0, T ) × Γ, then (27)

implies that
∣∣∣∇

∫ τ

0
W(s)ds

∣∣∣ ≡ 0 inΩ for eachτ > 0, so that we deduce that

W(t) is a constante function inΩ for eacht > 0. Then using (26) we getU ≡ 0
in (0, T )×Ω and using again (27) and the fact thatZW ≥ 0 a.e. on(0, T )×Γ,

we deduce thatZW ≡ 0 on(0, T )×Γ which implies thatZ ≡ 0. This ends the
proof of uniqueness.  !

4. Stabilization results

Using Proposition 4, Theorem 2 is a particular case of the following result.

Theorem 4. For anyU0 ∈ DA, there exists a uniqueU0 ∈ K(U0), such that

S(t)U0 → U0 in X, ast →∞.
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In order to prove stabilization result, we need to know the orbits of the semigroup
S(t), i.e. {S(t)U0 ; t ≥ 0} , are relatively compact inX. Among the results of
[18], it is proved that this is true ifρ ≡ 0 (see also [19], [2,21]). The next
Proposition is a generalization of these results.

Proposition 6. For anyU0 ∈ DA, S(t)U0 is relatively compact inX.

Proof. First, using Lemma 1 and (7), we see that for anyλ > 0 fixed andB

a bounded subset ofDA ∩
(
L∞(Ω) × L∞(Γ )

)
, JλB is a relatively compact

subset ofX. Indeed, for any{(fn, gn)} ⊆ B, if (vn, zn) = Jλ(fn, gn), then with
an appropriate choice ofξ, we have

lim|y|→0
sup
n

∫
Ω ′
|vn(x + y)− vn(x)| = 0

for anyΩ ′ ⊂⊂ Ω, which implies, with (7), that{vn} is relatively compact in
L1(Ω). On the other hand, sincezn = ρ(wn) wherewn ∈ H 1(Ω) is such that
(vn, wn, zn) is the solution ofSλ(fn, gn, b, ρ), then using (8), (9), (10) and the
continuity of ρ, we deduce that{zn} is relatively compact inL1(Γ ). At last,
the proof of the relative compactness ofS(t)U0, in X follows exactly in the
same way as in the proof of Theorem 2.2 in [21] (see also [12], Theorem 3).

In fact, one proves, firstly, that
{
S(t)U0

}
is relatively compact for anyU0 ∈

DA ∩
(
L∞(Ω)× L∞(Γ )

)
by using the inequality

‖S(t)U0− JλS(t)U0‖ ≤ λ inf
{
‖U‖ ; U ∈ AU0

}
.

Then, forU0 ∈ DA, the compactness of a subsequence ofS(t)U0 follows by
approximatingU0 and the fact that

sup
t≥0

inf
s≥0‖S(t)U0− S(s)V0‖ ≤ ‖U0− V0‖, for anyV0 ∈ DA. (1)

 !
Now, for anyu0 ∈ L1(Ω) andz0 ∈ L1(Γ ), we define theω−limit set of

E(u0, z0) by

ω(u0, z0) =
{
(u, z) ∈ X ; (u, z) = lim

tn→∞ S(tn)(u0, z0) in X

for some sequencetn →∞
}
.

This set is possibly empty. Now, it is well known (see [13]) that, ifS(t)U0 is
relatively compact, thenω(U0) is a non empty compact and connected subset
of X. Furthermoreω(U0) is invariant underS(t), i.e., S(t)ω(U0) ⊆ ω(U0)

for any t ≥ 0. An equilibrium or stationary solution is anyV ∈ X such that
ω(V ) = {S(t)V } = {V }.We denote byE the set of equilibrium solutions. As a
consequence of Proposition 6, we have the following result.
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Remark 2.For anyU0 ∈ DA, K(U0) ⊆ E . Indeed, if(u, ρ(c)) ∈ K(U0), then it
is not difficult to see that(u, c, ρ(c)) is a solution ofSλ(u, ρ(c), b, ρ), for any

λ > 0, so that(I+ t

n
A)−n(u, ρ(c)) = (u, ρ(c)), for anyt > 0and n = 1, 2, ....

Then, by definition of mild solutions we deduce thatS(t)(u, ρ(c)) = (u, ρ(c)).

Corollary 5. For anyU0 ∈ DA, ω(U0) 
= ∅.

Proof of Theorem 4.Using the fact thatK(U0) is a closed subset ofX and
Inequality (1), one sees that it is sufficient to prove the Theorem for anyU0 in a

dense subset ofDA.So, assume thatU0 =: (u0, z0) ∈ DA∩
(
L∞(Ω)×L∞(Γ )

)
and let(u(t), z(t)) = S(t)(u0, z0) andw(t) ∈ H 1(Ω), for eacht > 0, such that
(u,w, z) satisfies (12). Thanks to (17) and sincej ≥ 0 andψ ≥ 0, there exists
a sequence(tn), tn →∞, such that

lim
tn→∞

∫
Ω

|Dw(tn)|2 = 0 , (2)

then, using (15) and the Poincar´e inequality, we deduce that{w(tn)} is bounded
in H 1(Ω). Thanks to Proposition 6, let(u, z) ∈ ω(u0, z0) and(tnk), tnk →∞,

such thatu(tnk) → u in L1(Ω), z(tnk) → z in L1(Γ ) and, letw ∈ H 1(Ω) be
such thatw(tnk) → w in L2 (Ω) and inH 1(Ω)−weak, andw(tnk)/Γ → w/Γ in
L2(Γ ). Then, as in the proof of Proposition 5, using standard compactness and
monotonicity arguments, we obtain

w ∈ b(u) a.e.Ω andz = ρ(w) a.e.Γ. (3)

Passing to the limit in (2), astnk →∞, we get∫
Ω

∣∣Dw
∣∣2 = 0,

which implies that there existsc ∈ R such that

w ≡ c a.e. inΩ. (4)

Now, passing to the limit in (3), we obtain∫
−

Ω

u+ ρ(c)
|Γ |
|Ω| = m0 . (5)

On the other hand, sinceu ∈ b−1(c) andb−1(c) is a subinterval ofR, then∫
−

Ω

u ∈ b−1(c) and
∫
−

Ω

u + ρ(c)
|Γ |
|Ω| ∈ φbρ(c), which with (5) implies that

c ∈ φbρ
−1 (m0) . From this, we deduce that(u, z) ∈ K(U0), which implies by

Remark 2 thatS(t)(u, z) = (u, z). Then, the convergence ofS(t)U0, ast →∞,

follows immediately by the contraction property ofS(t) in X.  !
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For anyU0 ∈ DA andr ∈ E, setting(u(t), z(t)) = S(t)U0, we define

Mr(U0) =
{
(t, x) ∈ Q ; u(t, x) ∈ int(b−1(r))

}
,

for anyr ∈ E, and

Mr(U0, t0) =
{
x ∈ Ω ; (t0, x) ∈ Mr(U0)

}
.

Remark 3.In terms of the Stefan problem,Mr(U0, t0) is called the “Mushy
region”, the set which separates two different phases.

Proposition 7. For anyr ∈ E andU0 ∈ DA,

Mr(U0, t2) ⊆ Mr(U0, t1) for any t2 > t1, (6)

in the sense of mes(Mr(U0, t2) \Mr(U0, t1)) = 0.

Proof. The proof follows exactly the argument of Proposition 4 of [18].We omit
the details of the proof here to avoid to repeat unnecessarily the same arguments.

 !
We also recall the following Lemma that will be useful for the proof of Theorem
3.

Lemma 2. (see for instance [18]) Let(fn)be a sequence ofL1(Ω), f ∈ L1(Ω),

such thatfn → f in L1(Ω). If x0 ∈ Ω is a Lebesgue point off such that
θ1 < f (x0) < θ2, for θ1, θ2 ∈ R, then, for anyδ > 0,

mes{x ∈ B(x0, δ) ; θ1 < f (x) < θ2} > 0

and, there existsn0 = n0(θ1, θ2, δ) > 0, such that

mes{x ∈ B(x0, δ) ; θ1 < fn(x) < θ2} > 0 for anyn ≥ n0.

Proof of Theorem 3.The proof of this Theorem follows the ideas of Proposition
4 of [18]. First, we notice that (5) is a consequence of Theorem 4. Now, in
order to prove (6) and (7), we consider(u(t), z(t)) = S(t)(u0, z0) andw ∈
L2

loc([0,∞);H 1(Ω)) given by Proposition 5, such thatw ∈ b(u) a.e. inQ and

(u,w, z) satisfies (12). Obviously, for anyt ≥ 0, W(t) =
∫ t

0
w(s)ds ∈ H 1(Ω)

and, by an appropriate choice ofξ in (12), we observe thatW(t) is a weak
solution of 


−∆W(t) = u0− u(t) in Ω

∂ηW(t) = z0− z(t) onΓ.

(7)
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Thanks to (13) and (14), we haveW(t) ∈ H 2(Ω) andW̃ (t) := W(t)−
∫
−W(t) is

bounded inH 1(Ω).On theother hand, applyingTheorem2,wehaveu(t) → u in
L1(Ω) andz(t) → ρ(c) inL1(Γ ), ast →∞,with c ∈ φ−1bρ (m0) andu ∈ b−1(c)
a.e. inΩ. So, there existsW ∈ H 2(Ω) and a sequence(tk), tk →∞, such that

W̃ (tk) → W weakly inH 1(Ω) and strongly inL2(Ω),

W̃ (tk)/Γ → W/Γ strongly inL2(Γ ),

andW satisfies 

−∆W = u0− u a.e. inΩ,

∂ηW = z0− ρ(c) a.e. onΓ.

Now, let x0 ∈ Ω be a Lebesgue point ofu, such thatl < u(x0) < L. Using
Lemma 2, for anyδ > 0, there existst0 = t0(l, L, δ) > 0, such that

mes{x ∈ B(x0, δ) ; l < u(t, x) < L} > 0 for anyt ≥ t0 ;

then, thanks to Proposition 7,

mes{x ∈ B(x0, δ) ; l < u(t, x) < L} > 0 for anyt ≥ 0 .

This implies that

mes{x ∈ B(x0, δ) ; w(t, x) = c} > 0 for anyt ≥ 0

so that

mes

{
x ∈ B(x0, δ) ; W̃ (t, x) = tc −

∫
−W(t)

}
> 0 for anyt ≥ 0 (8)

andW(x) = lim
tk→∞

(
ctk −

∫
−W(tk))

)
=: k a.e.x ∈ B(x0, δ), wherek ∈ R does

not depend onx0. Takingw = W − k, we see thatw satisfies (6) and

w = 0 a.e. inB(x0, δ) . (9)

Sincew ∈ C(Ω) by standard theory for elliptic problem and satisfies (9) for any
δ > 0, thenw(x0) = 0, which ends the proof of the Theorem.  !
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